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Supervisor’s Foreword

GMTI and GMTIm are important functions of airborne SAR systems, which endow
the SAR system with the abilities of indication, parameter estimation, relocation
and focusing of moving targets, as well as high-resolution imaging of stationary
scenes. With these advantages, the moving target processing functions of SAR
systems are widely used in both military and civilian applications, and are
becoming hot research issues recent years.

With the development of signal processing theory and electronic technique, the
airborne SAR system has also exploited several new operating modes. Besides the
classical stripmap SAR/GMTI mode, the WAS-GMTI mode and FMCW SAR
system are two representative new operating modes, which are drawing more
attention of researchers. Based on the deep analysis of the signal model of the
moving target, Dr. Yang focuses on the theories and applications of GMTI and
GMTIm algorithms in SAR/GMTI mode, WAS-GMTI mode and FMCW SAR
system, and also studies the corresponding key techniques of these operating modes
in this thesis. In addition, the non-ideal errors that deteriorate the performance of
GMTIm algorithm in real SAR data processing are discussed, and the compensation
methods are provided.

This thesis is highly original and its results not only significantly deepen the
theory of moving target processing technique but also have great practical values in
real SAR data processing. I feel very lucky to have Yang as one of my Ph. D.
students because he is a talented and diligent student. His work during the Ph. D.
study promoted the moving target processing performance of the airborne SAR
systems in our lab, and won him the President’s Special Award of Chinese Academy
of Sciences. This thesis improves the GMTI and GMTIm theories of airborne SAR,
and paved a way for further development of real data moving target processing.

September 2016 Prof. Yanfei Wang
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Preface

GMTI and GMTIm are important functions, which endow the SAR system with the
abilities of the indication, parameter estimation, relocation, and focusing of moving
targets, as well as high-resolution imaging of stationary scenes. With these
advantages, the moving target processing functions of SAR systems are widely
used in both military and civilian applications, and are becoming hot research issues
in recent years.

With the development of signal processing theory and electronic technique, the
airborne SAR system has also exploited several new operating modes. Besides the
classical stripmap SAR/GMTI mode, the WAS-GMTI mode and FMCW SAR
system are two representative new operating modes, which are drawing increas-
ingly more attention of researchers. Based on the deep analysis of the signal model
of the moving target, this book focuses on the theories and applications of GMTI
and GMTIm algorithms in SAR/GMTI mode, WAS-GMTI mode, and FMCW SAR
system, and also studies the corresponding key techniques of these operating
modes. In addition, the nonideal errors that deteriorate the performance of GMTIm
algorithm in real SAR data processing are discussed, and the compensation
methods are provided. The main work and innovations of this book are as follows:

(a) The echo signal model of the ground moving target in stripmap SAR/GMTI
mode is established. By deeply analyzing the relationship between the motions
and Doppler phases of the targets with fast radial velocities, the effects of
Doppler ambiguity and third-order phase error are studied, and a new classify
scheme of the moving targets is presented by concerning the Doppler ambi-
guity. Through the Doppler centroid estimation algorithm based on curve
fitting, the Doppler centroid error of the clutter can be estimated and corrected,
which is the foundation of the following processing steps. With the two-step
GMTI algorithm, fast-moving targets that submerged by the clutter can be
indicated and extracted. Using the GMTIm algorithm based on Hough
transform and third-order PFT, the Doppler ambiguity of the moving target
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can be accurately estimated, and the moving target can be correctly focused
and relocated. Besides the advantages of indicating and imaging fast-moving
targets, the proposed algorithms are also effective in slow-moving target
processing, which makes them highly suitable for real SAR data processing.

(b) The principles of the WAS-GMTI mode and the DBS algorithm are researched
and introduced, and a new system design scheme is presented by combining
the mechanic scanning mode and the airborne SAR system, which keeps the
sharpening ratio constant without increasing the complexity of either the
system or the processing. To find a balance between the resolution of DBS
imaging and processing efficiency, a real-time DBS algorithm based on CZT is
proposed, which is able to correct the RCM and meanwhile circumvents the
Doppler centroid estimation. And then, a moving target indication and
parameter relocation method in mechanic scanning mode is proposed. This
method indicates the targets in each DBS image, and uses the radial move-
ments of the moving targets between the DBS images of different scans to
estimate the motion parameter. The effectiveness of the proposed method is
confirmed by real WAS-SAR data processing results.

(c) The nonlinearity correction and GMTI of FMCW SAR system are researched
and analyzed. The principle of FMCW SAR is first introduced, and the echo
model differences between the FMCW SAR and pulse SAR systems are del-
icately analyzed. The nonlinearity of transmitted signal in FMCW SAR is an
important issue since it affects both the stationary FMCW SAR imaging quality
and the moving target processing performance. The shortcoming of the clas-
sical derivative algorithm is analyzed, and then a novel nonlinearity correction
algorithm based on homomorphic deconvolution is proposed, which provides
accurate corrections without the restrains of the length of the controllable delay
line. Based on the modeling of the moving target in FMCW SAR, a new
azimuth moving target indication algorithm is proposed using the additional
RWM induced by FMCW SAR system. This algorithm makes use of the
additional phase, which is viewed as phase error in traditional GMTI algo-
rithms, and therefore broadens the GMTI ability of FMCW SAR systems.

(d) Currently, the performances of most GMTIm algorithms that are effective in
simulations are not satisfying in real SAR data processing. The effects of
nonideal errors during the real data acquisition are analyzed, and the estima-
tion and compensation method is provided. First of all, the motion errors of
high-resolution SAR imaging are introduced, and the PGA technique is
induced to correct the high-order phase error caused by these motion errors.
Then, by establishing a more common moving target signal model concerning
the effect of nonideal errors, the conclusion that the along-track velocity error
of the aircraft and the radial velocity error can make the Doppler centroid
of the moving target disperse, and deteriorate the imaging resolution. The
effects of these two nonideal errors are confirmed by mathematical analysis
and simulation, and a nonideal error estimation and compensation method is
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proposed. Together with the proposed GMTI and GMTIm algorithms in this
book, a whole moving target processing scheme is presented, which is very
robust and highly suitable for real SAR data processing.

Beijing, China Jian Yang
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Chapter 1
Introduction

Abstract Along with the development of SAR technique, imaging function cannot
satisfy the requirement of the application of SAR systems in military and civil
areas. Multi-function has become an important tendency of SAR. In this chapter,
the development of SAR systems, GMTI and GMTIm algorithms are introduced,
and the structure of this book is shown.

1.1 Development of SAR

SAR is originally designed as an advanced imaging sensor of high resolution,
which is able to provide a high resolution 2-D radar image of a wide swath [1, 2].
SAR system acquires a high range resolution by transmitting and compression a
large time-bandwidth product LFM signal, and achieves a high azimuth resolution
by using the synthetic aperture technique [3–5]. Compared with optical remote
sensing, SAR has the advantages of all-time, all-weather, and is also able to detect
covered targets with the advantages of microwaves. By receiving and processing
echoes with different polarizations, SAR is also capable of classifying and recog-
nizing targets with different surface structures and materials [6, 7]. Based on these
advantages, SAR is widely-used in civil and military areas [8].

SAR technique is firstly invented in the 50s, 20th century. Carl Wiley from
Goodyear Company proposed the idea of increasing cross-track resolution by
analyzing the Doppler spectrum of the echo on June, 1951. This idea is then named
as DBS [9]. In 1953, Illinois University proved the effectiveness of DBS technique
by non-coherent radar experiment. Meanwhile, another team from this university
acquired the first un-focused SAR image on July, 1953 [10]. Willow Run Lab from
Michigan University and the U.S. Army collaborated on the SAR system research
and acquired the first focused SAR image by using the optical signal processing on
August, 1957. Since then, the concept and principle of SAR was widely-known,
and the application of SAR system was developed.

Based on the platform, SAR systems can be classified into spaceborne and
airborne SAR. Along with the improvement of radar systems, other platforms, such

© Springer Nature Singapore Pte Ltd. 2017
J. Yang, Study on Ground Moving Target Indication and Imaging Technique
of Airborne SAR, Springer Theses, DOI 10.1007/978-981-10-3075-8_1
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as UAV-borne SAR [11, 12], aeroboat-borne SAR [13] and missile-borne SAR
[14–16], are also developed. The research on spaceborne SAR started on 70s, 20th
century. The first SAR satellite Seasat-A [17, 18] was launched on May, 1978 by
NASA, which was capable of providing radar images from space [19–21].
Afterwards, SIR-A, SIR-B, SIR-C/X and Lacrosse series [22] were launched by the
U.S. On March 1991, Almaz-1 SAR was launched by Soviet Russia. ERS-1, ERS-2
and Envisat-1 [23, 24] were launched by the European Space Agency (ESA).
JERS-1 and L-band PALSAR were launched on February 1992 and 2006 by
Japan, respectively. RadarSat-1 [25, 26] and RadarSat-2 [27, 28] were launched by
Canada on 1995 and 2007, respectively. In 2007, German successfully launched
TerraSAR-X [29–31], and are researching on the Tandem system [32]. China,
Italia, Israel, and India have also developed their own spaceborne SAR systems.
The advantages of spaceborne SAR include: firstly, spaceborne SAR has wide
swath, which is highly suitable for the ocean observation; secondly, the orbit of
spaceborne SAR is steady, which is suitable for InSAR and Spotlight SAR modes.

Compared with spaceborne SAR, airborne SAR has the advantages of flexible
working mode and simple system. Moreover, airborne SAR can be utilized to
observe the interested area repeatedly without the constriction of revisit time. In
1966, a L-band airborne SAR was invented by Jet Propulsion Laboratory, which is
installed on CV-900 of NASA. After sixty years’ development, the performance of
airborne SAR is high improved, the resolution has been rise from 15 to 1 m [33],
and new working modes, such as InSAR, scan-SAR, spotlight SAR and polarize
SAR have been invented. At present, many countries, such as U.S., German,
Canada and China have their own airborne SAR systems, for instance, Lynx,
HiSAR, AN/APG-76 of U.S., E-SAR, PAMIR of German, and so forth. Up to now,
the airborne SAR is still the most widely-used SAR system in the world.

China started its research on SAR systems in 70s, 20th Century. The first SAR
image was obtained by Institute of Electronics, Chinese Academy of Science in
1979. Tsinghua University, Beijing University of Aeronautics and Astronautics,
Beijing Institute of Technology and Xidian University have also published lots of
researches on SAR technique. With these researches, the performances of SAR
systems in China are improved, the finest resolution is up to 0.1 m [34].

Along with the development of the hardware and signal processing technology,
the developing tendencies of SAR systems are as follows.

(a) High Resolution

High resolution is a lasting pursuit of the SAR system. Typical high-resolution SAR
system includes Lynx [35, 36], MiniSAR [37], RAMESE [38], PAMIR [39–42]
and so forth. The finest resolution of an airborne SAR in China is 0.1 m, which is
achieved by band-composing. At present, the high resolution SAR systems are
mainly airborne SAR systems. Spaceborne SAR systems have relatively lower
resolutions than airborne SAR systems, which are higher than 1 m.

Along with the improvement of the image resolution, the detection, recognition,
classification and description of the targets can be achieved. Therefore, high
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resolution SAR images can be used not only on mapping domain but also on
moving target indication and recognition [43].

(b) Multifunction

SAR system is originally designed as an imaging sensor. However, with the
increasing requirements, SAR systems with multiple functions and working modes
are becoming the research hotspot. The working mode includes stripmap SAR,
scan-SAR, spotlight SAR [44–46], sliding spotlight SAR [47–49] and so forth.
Different working modes can satisfy different requirements of resolutions and
observation swath. Besides imaging, other functions such as GMTI and InSAR
[50–52] are required. Phased-array antenna technique is also used in SAR system,
which makes the multifunction and fast switch possible [53–55].

(c) Miniaturization

Along with the development of micro-electronics and antenna techniques, small
volume, light weight, and low power consumption SAR systems are becoming a
tendency of the SAR system. Mini SAR system can be applied on UAV, which is a
burgeoning area in military applications. Typical systems include MiSAR [56, 57],
MiniSAR, μSAR [58, 59] with FMCW technique and so forth.

(d) Multi-band, Multi-polar

Microwaves of different bands have different transmission capabilities. Therefore,
more information can be derived by the fusion of images of different bands.
Material and surface structure information can be extracted from the polarized SAR
images, and is used in target recognition and classification [60]. Therefore,
multi-band, multi-polar SAR is an important tendency of the SAR technique.

1.2 Development of GMTI and GMTIm Techniques

1.2.1 Technique Backgrounds

The concept of radar can be traced back to the famous microwave experiment of
German physicist Hertz at the end of 19th century. The principle of radar is to
detect and locate the target by using the scattering of microwave. Radar was first
applied in the World War II in the airplane and warship surveillance and detection.
The range of a target is acquired by the time-delay of the received signal, and the
direction of a target is acquired by the scan of the antenna [61–63]. In conclusion,
the detection of moving targets are the origin function of radar.

As an imaging radar, SAR was firstly designed with only the function of
imaging. The signal used in the stationary scene imaging of SAR is called the
clutter in the traditional radar. However, the combination of radar imaging and
moving target processing can acquire more information of the observation area.
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With the advantage of all-time and all-weather, SAR system can provide both the
high resolution radar image of the observation area and the location of small
moving target such as military vehicles, mobile missile launcher, and artillery.

GMTI is an important function of modern radar system. This function was firstly
applied in AN/APG-76, which is capable of real-time imaging of stationary scene
and indicating moving targets [64, 65]. The U.S. land forces and air forces set up
the Joint STARS, which played an important role in the Iraq War [66]. Lynx system
is boarded on I-GNAT, which can provide high resolution images and indicate
moving targets with the slowest velocity of 2.98 m/s within the scope of 270°.
HiSAR system is boarded on Global Hawk, which has both WAS mode and
stripmap SAR/GMTI mode. The HiSAR system has a working range of 20–
110 km, observation swath of 37 km, and has a resolution of 6 m in the stripmap
SAR/GMTI mode [67]. Other typical airborne SAR systems with GMTI functions
include MiniSAR, TESAR on Predator, EL/M2055, EL/M2060P, EL/M2040T,
PAMIR, ASTOR. GMTI is also used on spaceborne SAR. The most famous SAR
satellites are Lacrosse series of the U.S. and the RadarSat-2 of Canada. However,
spaceborne SAR system cannot detect slow moving targets, which makes it not
suitable for GMTI.

GMTIm is to obtain a 2-D high resolution of the moving target after it is
detected. With the image of the target, the moving target can be further recognized
and classified. However, in the existence of unknown motions, moving targets are
smeared and dis-located in the stationary SAR image. GMTIm algorithms have to
accurately estimate the motion parameters and eliminate the interference of system
errors [68]. Many researchers have devoted to research the GMTIm algorithms, but
few have satisfying performances in real data processing.

1.2.2 Recent Development of GMTI and GMTIm Technique

GMTI and GMTIm are important functions of SAR system. However, since the
moving targets have additional motions, two problems must be solved in the SAR
moving target processing.

First, the speeds of airborne and spaceborne SAR are fast, which lead to the
Doppler bandwidth broaden of the clutter. Targets with slow cross-track velocities
will be submerged by the clutter, and is hard to be detected [69]. Therefore, the
suppression of the energy of the clutter must be done in GMTI.

Second, the imaging principle of SAR is to use the CPI between the target and
the scene. To the stationary scene, the relative motions are decided by the radar
platform, and the stationary SAR image can be obtained after the phase error is
compensated [70]. However, as to the moving target, the relative motions are
composed by both the motions of the platform and the target. Since the motion of
the target is unknown, stationary SAR imaging algorithms cannot fully compensate
the phase error, which will lead to the smear and dis-locate of the target, as shown
in Fig. 1.1 [35, 36].
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The main processing steps of GMTI and GMTIm of SAR are as follows.

(a) Suppress the clutter, increase the SCR, and set judge strategy detect the moving
targets;

(b) Extract the echo of the moving target, and estimate the Doppler and motion
parameters;

(c) Refocus the moving target, and locate the image of the target in its actual
location in the image.

The differences between the Doppler parameters of the clutter and the moving
target are not only the cause of the defocus and the dis-location, but also the lead to
indicate and focus the target. In 40 years, researchers have proposed many GMTI
and GMTIm algorithms. These algorithms can be classified into single-channel and
multi-channel algorithms. Single-channel algorithms include

(a) Spectrum filtering algorithm [71–73]. The cross-track velocity of a moving
target will induce a Doppler centroid shift to the echo. Based on the Doppler
centroid shift, the moving targets whose Doppler centroid locates out of the
spectrum of the clutter can be detected, and the motion parameters can be
estimated from the shift.

(b) Shear average algorithm [74] and RDM algorithms [75]. The along-track
velocity of a moving target will induce a change of Doppler modulation rate.
The Doppler modulation rate of an along-track moving target is different from
that of the clutter. These two algorithms use this feature to detect moving
targets and estimate the motion parameters.

Fig. 1.1 Image of moving
targets of Lynx system
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(c) Time-frequency analysis algorithm: The Doppler characters of the moving
target echo are used to detect the target by time-frequency analysis algorithms,
such as Wigner-Ville Distribution (WVD) algorithm [76–79].

(d) Sub-aperture algorithm [80]: This sort of algorithms uses the different locations
of the moving target in the stationary sub-aperture SAR images to detect targets
and estimate motion parameters.

Other single-channel GMTI algorithms include Parameter searching algorithm
[81], Keystone transform algorithm, Wavelet transform algorithm [82, 83] and so
forth. All these algorithms are based on the different Doppler characters of the
moving target. However, constrained by the single-antenna system, the
single-antenna has a weaker ability in slow moving target indication. Therefore,
along with the hardware development and signal processing ability, multi-channel
GMTI algorithms are developed.

(a) DPCA [84–86]: Multiple phase centers are placed along the azimuth direction
by DPCA, and by elimination in the complex image domain, the moving target
can be extracted, and the motion parameters can be estimated. This algorithm
has a high requirement of the location of multiple receivers, so it is limited in
practical applications.

(b) ATI [87–89]: Same as DPCA algorithm, ATI also needs multiple phase centers
that settled along the azimuth direction. However, the ATI algorithm uses the
interference of two isolated echoes to eliminate the clutter, and is becoming the
main multi-channel GMTI algorithm in practical applications.

(c) STAP [90–92]: This algorithm uses the multiple sets of signals obtained by
antenna-array, and suppresses the clutter by joint processing of space-time
signal. Theoretically, the STAP algorithm has the best performance in GMTI.
However, the heavy calculation burden limits its applications.

Besides the traditional stripmap SAR mode, another widely-used mode, i.e., the
wide area surveillance (WAS) mode is applied in SAR [93]. By scanning the
antenna along the azimuth direction, WAS mode is able to obtain a larger obser-
vation area, and the revisit of moving target can be achieved.

FMCW SAR is another new working scheme of SAR. By combining the FMCW
technique and SAR system, FMCW SAR has the advantages of small size, light
weight, low cost and high resolution [94]. FMCW SAR is highly suitable for small
platforms, and has a promising performance in GMTI. With the development in
FMCWSAR technique, the FMCWSAR has become a hotspot in SAR research area.

1.3 Book Structure and Organization

Up to now, single-antenna airborne SAR is still the most widely-used SAR system
in the world. The single-antenna airborne SAR GMTI and GMTIm algorithms are
the main topics in this book. Three working modes, including stripmap SAR, WAS
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mode and FMCW SAR, are studied, and the non-ideal motion error in practical
SAR signal processing is analyzed. This book is organized in six chapters, and the
main content of each chapter is as follows.

This chapter is the introduction, the development and principle of SAR systems,
GMTI algorithms and GMTIm algorithms are introduced in this chapter, and the
book structure is given.

Chapter 2 contains two main parts. First, the signal model of a moving target in
airborne SAR is established, and impacts of the motions on the echo character are
analyzed. Second, the principles of traditional GMTI and GMTIm algorithms are
introduced, and the problems and restrains of these algorithms are analyzed.

Chapter 3 studies the GMTI and GMTI of fast moving targets in stripmap SAR.
Firstly, the signal model of fast moving targets in stripmap SAR/GMTI mode is
established, and the impacts of fast cross-track velocities on the Doppler ambiguity
and higher order azimuth phase are analyzed. Then, A classification of targets by
the location of their spectra is presented, based on which a Doppler centroid esti-
mation algorithms based on curve fitting, a multiple target indication and echo
extraction method, and a fast moving target imaging algorithm based on Hough
transform and third-order PFT are presented. Finally, simulations and real data are
utilized to prove the effectiveness of these algorithms.

Chapter 4 studies the GMTI algorithms in WAS mode. The signal mode of
moving target is established in WAS mode, and a new system design scheme is
presented to maintain the sharpening ratio constant without increasing the system
and signal processing complexity. Moreover, a real-time DBS algorithm is pro-
posed based on CZT, and a GMTI and motion parameter estimation algorithm
based on multiple revisits is presented. Finally, simulations and real data are utilized
to prove the effectiveness of these algorithms.

Chapter 5 studies the nonlinearity correction and GMTI algorithms in
FMCW SAR. The differences between a FMCW SAR and a pulse SAR are ana-
lyzed, and additional phase error of FMCW SAR is calculated. Furthermore, a
nonlinearity correction algorithm based on Homomorphic Deconvolution is pro-
posed, and an along-track moving target indication algorithm is presented. By using
the additional phase error, the GMTI performance of FMCW SAR is improved.

Chapter 6 researches the non-ideal motion errors in practical SAR signal pro-
cessing. Pointing at the problem that existing GMTIm algorithms have poor per-
formances in the real SAR data processing, the impact of Doppler centroid is
analyzed. The signal model of moving targets with non-ideal motion error is
established, and the platform velocity error and cross-track velocity error of the
moving target are analyzed. An error estimation and compensation algorithm is
presented, and a whole practical SAR data processing scheme with the algorithms
in the frontal chapters is proposed. Finally, simulations and real data are utilized to
prove the effectiveness of these algorithms.
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Chapter 2
SAR Ground Moving Target Indication
and Imaging Theory

Abstract This chapter mainly introduces the basic principles of SAR imaging,
signal model, GMTI and GMTIm algorithms. The geometries of stationary and
moving targets are established, and the characters of their echoes are analyzed.
Based on the analysis, three classical single-channel GMTI algorithms are intro-
duced in this chapter, and their limitations are discussed. Moreover, the principle of
GMTIm algorithms with Keystone transform and time-frequency analysis algo-
rithm is introduced, and the limitations in Doppler centroid ambiguity and motion
parameter derivation are studied.

2.1 Introduction

Signal modeling and phase analyzing are the basis of SAR GMTI and GMTIm
theories. Both the characters and processing problems of moving targets in real data
can be explained by the signal model. Therefore, it is necessary to study on the
signal model in the beginning of this book. After modeling the echo signal of a
moving target, a detailed analysis of the impact of motion parameters on the echo
phase in this chapter, and the different characters of moving targets with different
motions, which are both the problems and clues of GMTI and GMTIm algorithms,
are discussed.

In real applications, single-channel SAR systems still outnumber multi-channel
SAR systems in China, due to the high expense and complex system structure of a
multi-channel SAR system. In the signal processing point of view, the perfor-
mances of multi-channel GMTI algorithms are higher due to the expense of
complex system structures and algorithms. Although single-channel GMTI algo-
rithms have been studied for years, there are many problems in real applications,
considering the unknown and complex motions of moving targets. Compared with
spaceborne SAR, airborne SAR has a lower speed and a higher resolution, which
endows airborne SAR a lower detectable speed and a finer indication pixel.
Therefore, this book mainly focuses on the single-channel GMTI and GMTIm
algorithms of airborne SAR systems.
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In this chapter, the signal model of a moving target is established, and the
principles of several traditional single-channel GMTI and GMTIm algorithms are
introduced, which is organized as follows. In Sect. 2.2, the principle of a SAR
system is briefly introduced, and the signal model of a stationary target is estab-
lished. In Sect. 2.3, the signal model of a moving target is established, and the
relationship between the echo property and the motions is deeply analyzed. In
Sects. 2.4 and 2.5, traditional single-channel SAR GMTI and GMTIm algorithms
are presented respectively, and their limitations are discussed. Finally, conclusive
remarks are provided in Sect. 2.6.

2.2 Principle of SAR

SAR is an advanced 2-D high resolution radar, which is able to acquire high
imaging resolutions in both the range and azimuth directions. For a real aperture
radar, the azimuth resolution relies on both the size of the aperture and the range:
bigger aperture and shorter range make higher azimuth resolution. Therefore, in
order to improve the azimuth resolution, the aperture size must be enlarged. The
innovation of SAR is to simulate an equivalent large azimuth aperture by moving
the radar in the azimuth direction with a constant velocity. On the other hand, the
high range resolution of SAR is obtained by transmitting and receiving a wide-band
linear modulated (LFM) signal.

During the azimuth time ta, the platform flies from O to O1 with a constant
velocity Va. R0 and RðtaÞ represent the nearest and instantaneous slant ranges
between the platform and the target P, respectively. H and X represent the height of
the platform and the flat range, respectively. According to Fig. 2.1, RðtaÞ can be
expressed as

RðtaÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þðVataÞ2

q
ð2:2:1Þ

Expand Eq. 2.2.1 into a Taylor series and keep it to the second-order term of ta,
then Eq. 2.2.1 can be approximated as

RðtaÞ � R0 þ V2
a

2R0
t2a ð2:2:2Þ

Suppose the transmitted signal is a LFM signal with a carrier frequency f0, a
modulation rate Kr and a pulse band-width Tr, then the transmitted signal stðtrÞ can
be expressed as

stðtrÞ ¼ rect
tr
Tr

� �
exp j2p f0tr þ Kr

2
t2r

� �� �
ð2:2:3Þ
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where rectð�Þ represents the rectangle window of the transmitted signal, and tr
denotes the range time. After the range compression, the echo signal of target P can
be expressed as

srðta; trÞ ¼ A0xaðtaÞ sin c pBr tr � 2RðtaÞ
c

� �� �
exp �j

4p
k
RðtaÞ

� �
ð2:2:4Þ

where A0 is the complex reflection coefficient of the moving target, Br and k are the
bandwidth and wavelength of the transmitted signal, respectively, and c is the speed
of light.

From Eq. 2.2.4, the range phase information is contained in the sinc function,
which indicates that the range phase is related to the instantaneous slant range RðtaÞ.
The azimuth phase information is contained in the exponential terms, which means
that it is also related to RðtaÞ. Substitute Eq. 2.2.2 into Eq. 2.2.4, it yields

srðta; trÞ ¼A0xaðtaÞ sin c pBr tr � 2R0

c

� �� �
exp �j

4p
k
R0

� �
exp �j

4p
k

V2
a

2R0
t2a

� �
� exp �j

4pKr

c
V2
a

2R0
trt

2
a

� �
ð2:2:5Þ
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swath

P

X
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aV

O

1O

( )aR t

Fig. 2.1 Broadside geometry of a stationary target in airborne SAR
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In Eq. 2.2.5, the first exponential term denotes the range location of the target;
the second exponential term represents the azimuth phase of the target. It can be
noted that the azimuth phase of a point target in stripmap SAR is a second-order
function of ta, which makes it a LFM signal with an azimuth modulation rate fdr as

fdr ¼ 2V2
a

kR0
ð2:2:6Þ

Therefore, the azimuth compression can be achieved by utilizing a matched filter
with modulation rate fdr. If the modulation rate of the matched filter is mismatched,
the second-order azimuth phase cannot be accurately compensated, and the azimuth
dispersion is induced.

The third exponential term of Eq. 2.2.5 represents the RCM of the target.
The RCM contains the range curve migration and the RWM. In broadside stripmap
SAR, there is only the range curve migration with the absence of the squint angle.
The RCM error will cause an energy dispersion of a target among multiple range
cells if not accurately compensated.

According to the analysis above, the core of SAR signal processing is to
compensate the phase errors of both the range and azimuth directions. The range
and azimuth phase errors are compensated by using the matched filters. Since the
transmitted signal is known, the range matched filter is mostly accurate. The azi-
muth matched filter is calculated and estimated, so it may induce azimuth phase
errors if the matched filter is not accurate. The first-order azimuth phase error will
cause the dislocation of the target; the second-order azimuth phase error will cause
the broadening of the main-lobe; the third-order azimuth phase error will cause the
asymmetry of the side-lobes; the fourth-order azimuth phase error will cause the
raise of the side-lobes. RCMC is also an important part. Different algorithms have
different ways to accomplish the RCMC.

As to a moving target, the signal form is the same as that of a stationary target,
while the phase information is different with the existence of the motion. Therefore,
the imaging algorithms that suit the stationary target processing are also suitable for
the moving targets, if only the imaging parameters are accurately estimated.

2.3 Signal Analysis of Moving Target in SAR

2.3.1 Signal Model of a Moving Target

In a typical airborne SAR system, the synthetic aperture time is several seconds.
During the synthetic aperture time, a target is radiated and reflected the microwave
continuously. In most articles, the moving target is assumed to be moving with a
constant velocity or a constant acceleration during the synthetic aperture time.
According to this assumption, A broadside SAR configuration with a moving target
in the slant range domain is shown in Fig. 2.2.
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The platform parameters are the same as in Fig. 2.1, whereas the target is a
moving target with cross-track velocity Vx, cross-track acceleration ax, along-track
velocity Vy and along-track acceleration ay. During the azimuth time ta, the plat-
form flies from O to O1 with a constant velocity Va, while the moving target moves
from P to P1. Therefore, the instantaneous slant range RðtaÞ can be expressed as

RðtaÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 þ X � Vxta � 1

2
axt2a

� �2

þ Vata � Vyta � 1
2
ayt2a

� �2
s

ð2:3:1Þ

Expand Eq. 2.3.1 into a Taylor series and keep it to the second-order term of ta,
then Eq. 2.3.1 can be approximated as

RðtaÞ � R0 � X
R0

Vxta þ ðVa � VyÞ2 � axX
2R0

t2a ð2:3:2Þ

The relationship of the motion parameters between the slant range domain and
range domain can be expressed as

X
R0

¼ Vr

Vx
¼ ar

ax
ð2:3:3Þ

where Vr and ar represent cross-track velocity and acceleration in the slant-range
domain respectively as shown in Fig. 2.3. Substitute Eq. 2.3.3 into Eq. 2.3.2, it
yields

P

X

H
0R

aV

O

1O

( )aR t

1P

( , )x xV a ( , )y yV a

Fig. 2.2 Broadside geometry
of a moving target in a
single-antenna SAR system
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RðtaÞ � R0 � Vrta þ ðVa � VyÞ2 � arR0

2R0
t2a ð2:3:4Þ

Substitute Eq. 2.3.4 into Eq. 2.2.4, the echo signal of the moving target can be
expressed as

srðta; trÞ ¼ A0xaðtaÞ sin c pBr tr � 2R0

c

� �� �
exp j

4p
k
Vrta

� �
exp �j

4p
k
ðVa � VyÞ2 � R0ar

2R0
t2a

 !

� exp j
4pKr

c
Vrtrta

� �
exp �j

4pKr

c
ðVa � VyÞ2 � R0ar

2R0
trt

2
a

 !
exp �j

4p
k
R0

� �
ð2:3:5Þ

Compare Eq. 2.3.5 with Eq. 2.2.5, it is noted that the signal model of the
moving target is different from that of a stationary target. The first exponential term
of Eq. 2.3.5 is the Doppler centroid phase, which results in the azimuth dis-location
of the moving target. The second exponential term is the second-order azimuth
phase, it is also different from a stationary target, indicating that the Doppler
modulation rate of a moving target differs from that of a stationary target. The third
and fourth exponential terms are the RCM of the moving target. Compared with a
stationary target, an additional RWM is induced by the motions, and the range
curve migration is different from a stationary target. The RCM will deteriorate the
imaging resolution if not accurately compensated, which is also a reason why a
moving target appears smeared in a stationary SAR image. The Doppler parameters
of a moving target can be represented as

fdc ¼ 2Vr

k
ð2:3:6aÞ

fdr ¼ 2½ðVa � VyÞ2 � R0ar�
kR0

ð2:3:6bÞ

H

X

0R

( , )x xV a

( , )r rV a

Fig. 2.3 Projection
relationship between the
range and slant-range domain
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Hrwm ¼ exp j
4pKr

c
Vrtrta

� �
ð2:3:6cÞ

Hrcm ¼ exp �j
4pKr

c
ðVa � VyÞ2 � R0ar

2R0
trt

2
a

 !
ð2:3:6dÞ

where fdc represents the Doppler centroid, Hrwm and Hrcm represent RWM and
RCM, respectively.

From Eqs. 2.3.6a, 2.3.6b, 2.3.6c, 2.3.6d it can be noted that Doppler centroid
and RWM are impacted by the cross-track velocity of a moving target, whereas the
Doppler modulation rate and RCM is affected by both the along-track velocity and
the cross-track acceleration.

Therefore, the Doppler parameters of a moving target changes correspondingly
with the motion parameters of the moving target. The relationship between the
Doppler parameters and the motion parameters is the reason why a moving target
appears smeared and dislocation in the image, and also the lead to indicate and
focus a moving target. All moving target processing algorithms are based on one or
several parameters in Eqs. 2.3.6a, 2.3.6b, 2.3.6c, 2.3.6d, thus the impact of each
parameter is analyzed as follows.

2.3.2 Doppler Centroid

The cross-track velocity is the most interesting parameter of the moving target in
GMTI applications. Therefore, in most existing algorithms, the moving target is
classified according to the values of their cross-track velocities [1–3]. For example,
if the moving target has a slow cross-track velocity that its spectrum is submerged
by the clutter, it is defined as a slow moving target. However, when the Doppler
centroid of the moving target exceeds the limit of PRF, the Doppler ambiguity is
induced. The Doppler ambiguity exists when the cross-track velocity meets the
condition

Vx � k � PRF
2

ð2:3:7Þ

In that case, the “fast” or “slow” cross-track velocity [4] cannot accurately reflect
the spectrum character of the moving target. In the existence of the Doppler
ambiguity, the moving targets can be classified according to the locations of their
spectra. We classify the moving targets into three types, as shown in Fig. 2.4.

The red and black triangles in Fig. 2.4 represent the Doppler spectra of the
moving target and the clutter, respectively. The spectra of the moving targets of
Type I are completely located out of the clutter. Hence, a high-pass filter is able to
separate the moving target from the clutter. In Type II, partial spectra of the moving
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target are submerged by the clutter. Type III represents the moving targets that are
completely submerged by the clutter. The targets with slow cross-track velocities
and the targets with fast cross-track velocities that aliased into the baseband, belong
to Type III. In addition, given that the along-track velocity has no relationship with
the Doppler centroid, the along-track moving targets also belong to Type III. The
velocity information of the moving targets for each type is illustrated in Table 2.1,
where Ba and Bm denote the Doppler bandwidths of the clutter and the moving
target, respectively, and k is the number of the Doppler ambiguity.

In a whole synthetic aperture, the number of azimuth samples Na ¼ PRF � Ta,
where Ta represents the synthetic aperture time. Thus the number of azimuth dis-
location samples can be calculated as

DN ¼ fdc=PRF � Na ð2:3:8Þ

The synthetic aperture time Ta ¼ kR0
LaVa

, where La is the azimuth aperture size.
Substitute it into Eq. 2.3.8, it yields that

DN ¼ 2VrR0

LaVa
ð2:3:9Þ

Type I:

2

PRF−
2

PRF

2
aB−

2
aB0

dcf

2

PRF−
2

PRF

2
aB−

2
aB0

2

PRF−
2

PRF

2
aB−

2
aB0

dcf

Type II:

Type III:

dcf

Fig. 2.4 Illustration of the
three types of moving targets
in the range-Doppler domain

Table 2.1 Classification of
moving targets

Type I Ba þBm
2 þ k � PRF\ 2Vr

k

�� ��\ PRF
2 þ k � PRF

Type II Ba�Bm
2 þ k � PRF\ 2Vr

k

�� ��\ Ba þBm
2 þ k � PRF

Type III k � PRF� 2Vr
k

�� ��\ Ba�Bm
2 þ k � PRF
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Substitute azimuth sample interval da ¼ La
2 into Eq. 2.3.9, the azimuth disloca-

tion is

DR ¼ Vr

Va
R0 ð2:3:10Þ

According to Eq. 2.3.10, the azimuth dislocation of a moving target is deter-
mined by its cross-track velocity.

2.3.3 Doppler Modulation Rate

According to Eq. 2.3.6b, the Doppler modulation rate of a moving target is related
to the along-track velocity and cross-track acceleration. The Doppler modulation
rates of a moving target and a stationary target differ in the existence of these two
motion parameters. The change of the Doppler modulation rate can be expressed as

Dfdr ¼ 2V2
a

kR0
�
2 ðVa � VyÞ2 � R0ar
h i

kR0
¼ 2 Vyð2Va � VyÞþR0ar
� 	

kR0
ð2:3:11Þ

The Doppler modulation rate directly affects the azimuth focusing performance.
In the existence of Dfdr, a moving target is smeared since there is the second-order
azimuth phase error. The second-order azimuth phase error will lead to the
main-lobe broaden, the peak declination of the main-lobe and peak rise of the
side-lobes. The second-order azimuth phase error of a moving target in a stationary
SAR image can be expressed as

D/a ¼ exp j
2p
kR0

½Vyð2Va � VyÞþR0ar�t2a

 �

ð2:3:12Þ

Equation 2.3.12 reaches its largest value at the edge of the synthetic aperture,
therefore the maximum value of the second-order azimuth phase error is

Dua ¼
p

2kR0
Vyð2Va � VyÞþR0ar
� 	

T2
a ð2:3:13Þ

By using the typical airborne and spaceborne SAR system parameters as shown
in Table 2.2 [5], the numerical second-order phase error can be calculated. Suppose
the along-track velocity of a moving target is 10 m/s and the cross-track acceler-
ation is 0.1 m/s2, the second-order azimuth phase error is 149.43 rad in the airborne
SAR situation, while the value is 3.013 rad in the spaceborne situation. An airborne
SAR has a smaller velocity and nearer range length, and has a higher resolution.
Therefore, the defocus of a moving target is more obvious in an airborne SAR
image than in a spaceborne SAR image.
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According to the analysis above, airborne SAR moving target imaging is a far
more complicate issue than spaceborne SAR. Since the second-order azimuth error
also causes the peak declination of the main-lobe, the moving target indication
performance will be affected by using CFAR technique. By using the system
parameters in Table 2.2, a set of simulations is operated, as shown in Fig. 2.5.

In Fig. 2.5a, the horizontal ordinate denotes the along-track velocity, which is 2,
4, 6, 8, 10 m/s; the vertical ordinate denotes the peak of the mainlobe, which is
measured by dB. It can be noted that the peak of the mainlobe decreases with the
increase of the along-track velocity. Figure 2.5b illustrates the relationship between
the peak of the mainlobe and the cross-track acceleration. The cross-track accel-
erations are valued as 0.05, 0.1, 0.15, 0.2 and 0.25 m/s2. It can be noted that the
peak of the main-lobe also decreases with the increase of the cross-track acceler-
ation. Therefore, it is proved that the change of Doppler modulation rate results in
the smear of the image.

2.3.4 RCM

RCM is a phase error induced by the long synthetic aperture time. RCM reflects the
changes of the instantaneous slant range, and exists in both the stationary and

Table 2.2 Typical system parameters in airborne and spaceborne SAR

Platform System parameters

Wavelength
(m)

Range
(km)

Platform
velocity
(m/s)

Synthetic
aperture time
(S)

Azimuth
resolution
(m)

Range
resolution
(m)

Airborne 0.032 850 7100 3.4 0.5 1.25

Spaceborne 0.057 30 250 0.64 5 6.25

Fig. 2.5 Peak changes of the mainlobe with motions. a Changes with along-track velocity.
b Changes with cross-track velocity
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moving targets. The existence of RCM will lead to the energy of the target smear
among multiple range gates, and will severely deteriorate the imaging quality.

According to the last exponential term of Eq. 2.2.5, in a broadside airborne SAR
system, only the range curve migration exists. Thus, for the stationary target
that locates at the center of the scene, its range curve migration reaches its largest
value at the edge of the synthetic aperture. The largest range curvature can be
expressed as

Srcm ¼ V2
a

2R0

Ta
2

� �2

ð2:3:14Þ

Equations 2.3.6c and 2.3.6d are the RCM of a moving target. It can be noted that
an additional RWM is induced by the cross-track velocity of the moving target, and
the range curvature of a moving target is different from that of a stationary target.
The range walk and curve migration of a moving target are expressed respectively
as

Srwm ¼ Vr
Ta
2

ð2:3:15aÞ

Srcm ¼ ðVa � VyÞ2 � arR0

2R0

Ta
2

� �2

ð2:3:15bÞ

The changes of RCM can be expressed as

DSrwm ¼ Vr
Ta
2

ð2:3:16aÞ

DSrcm ¼ 2VaVy � V2
y þ arR0

2R0

Ta
2

� �2

ð2:3:16bÞ

According to the system parameters in Table 2.2, the values of Eq. 2.3.14 to
Eqs. 2.3.15a, 2.3.15b can be calculated. Suppose the cross-track velocity of the
moving target is 10 m/s, the cross-track acceleration is 0.1 m/s2, and the
along-track velocity is 10 m/s, in an airborne SAR situation, the range walk and
curve migration of the moving target is 17 and 2.6299 m, and the range curve
change is 0.3805 m. Compared with the range resolution 1.25 m, the RCM is far
larger than the range resolution, which has to be corrected during imaging.

However, in the spaceborne SAR situation, the RCM of a stationary target is
3.0365 m, and the range walk and curve migration of the moving target is 3.2 and
3.0228 m. Compared with the range resolution 6.25 m, the RCM of the moving
target is small, and the image resolution will not be significantly affected by the
RCM of the moving target.
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In conclusion, the RCM is much more severer in an airborne SAR system than in
a spaceborne SAR system. Since the RCM is related to the motion parameters of a
moving target, it is a very important parameter in GMTI and GMTIm algorithms.

2.4 Principle of Existing GMTI Algorithms

All existing GMTI algorithms use the Doppler characters of moving targets and
their differences from those of the stationary targets to accomplish the target
detection. There are mainly two parts in GMTI algorithms: clutter suppression and
CFAR detection.

2.4.1 Principle of Single-Antenna GMTI Algorithms

Different GMTI algorithms use different methods to suppress the clutter. By sup-
pressing the clutter, the spectra of moving targets can be separated from the clutter,
and the SCR is increased.

(a) Spectrum filtering algorithm

According to the analysis in Sect. 2.3.2, a Doppler centroid shift is induced by the
cross-track velocity of a moving target. The spectrum of the moving target will
move towards the high-band of the PRF with the increase of the cross-track
velocity, and the spectrum of the target will be eventually located outside the
clutter. Based on the Doppler centroid shift, the moving target can be detected by
setting up a series of band-pass filter in the high-band of PRF. Spectrum within
the band-pass filter will be restrained, and the clutter will be suppressed. After the
clutter suppression, the spectrum of the moving target can be extracted, and the
target can be re-focused, as shown in Fig. 2.6.

In Fig. 2.6, n band-pass filters with different frequency center are set in the
range-Doppler domain, and the clutter is not located within the band-pass filters. If
the target has only the cross-track velocity, the target can be focused after shifting
its spectrum into baseband. The flowchart of spectrum filtering algorithm is illus-
trated in Fig. 2.7.

0 PRF1dcf 2dcf dcnf

Fig. 2.6 Principle of the spectrum filtering algorithm
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However, the spectrum filtering algorithm requires that the cross-track velocity
of the moving target will not induce significant RCM, i.e., the RCM of the target
must be less than half of the range resolution.

Vr

Va

���� ����\ 1
b

qr
2R0

ð2:4:1Þ

where b is the beam angle, qr denotes the range resolution.
Moreover, the spectrum filtering algorithm requires that there is no Doppler

ambiguity. The cross-track velocity has to satisfy the condition that

1
2
lb\

Vr

Va

���� ����\ k � PRF
2Va

� b
2

ð2:4:2Þ

where l is the coefficient of antenna and signal processing.
The Doppler ambiguity will be induced in most practical applications. However,

although the spectrum filtering algorithm requires that no Doppler ambiguity exists,
it can still suppress the clutter only if the spectrum of the moving target locates
outside the clutter.

In conclusion, there are mainly three limitations of spectrum filtering algorithm:
first, the velocity detection range has a inconsistent requirement with the obser-
vation swath; second, the spectrum filtering algorithm cannot detect targets with
slow cross-track velocity and blind velocity; third, targets with only along-track
velocities cannot be detected.

(b) RDM algorithm

RDM algorithm is a representative algorithm that detects moving targets with the
Doppler modulation rate change. It is firstly invented as a motion compensation
algorithm that corrects the motion error of the platform during the flight.
J.R. Moreira first applied this algorithm in GMTI, the principle of RDM algorithm
is: The change of Doppler modulation rate can be detected by the relationship
between neighboring Doppler power spectra. The moving target can be indicated by
its Doppler centroid, and the along-track velocity and cross-track acceleration can
be estimated.

There are mainly three limitations of RDM algorithm: first, only targets with the
along-track velocity and cross-track acceleration can be detected, but the target with
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Fig. 2.7 Flowchart of the spectrum filtering algorithm
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only the cross-track velocity cannot be detected; second, RDM algorithm is not
effective for the detection of multiple targets which are located nearby; third, the
Doppler parameter estimation precision is not high, and two motion parameters
cannot be derived from one Doppler parameter.

Shear average algorithm also uses the Doppler modulation rate to detect moving
targets. This algorithm uses the contrast ratio of sub-images focused with different
Doppler modulated rates to judge whether there is a moving target in the sub-image.
Moreover, shear average algorithm has also the disadvantages same as RDM
algorithm.

(c) Time-frequency analysis algorithm

The signal character differences between a moving target and a stationary target can
be revealed in the time-frequency domain. Motions of a moving target changes the
Doppler centroid and Doppler modulation rate of the moving target, and
time-frequency analysis algorithms are highly efficient in extracting the motion
parameters. WVD transform is proposed by S. Barbarossa to extract and estimate
the motion parameters of moving targets. After WVD transform, the azimuth
spectrum is transformed into a straight line, the slope of the line is the Doppler
modulation rate, and the frequency initial is the Doppler centroid. Suppose the
signal is sðtÞ, the definition of WVD transform is

Wðt; f Þ ¼
Z

s tþ s
2

� 
s� t � s

2

� 
expð�j2psf Þds ð2:4:3Þ

The WVD transform has a poor performance in the low SNR condition, so the
clutter suppression and spectrum extraction must be performed before WVD. Thus,
WVD transform is more suited as a GMTIm algorithm but not a GMTI algorithm.

Furthermore, WVD transform is a bilinear transform, and is not suitable for
multi-target detection and parameter estimation. Improved WVD transforms have
been studied, while the performances are not promising as well. Wavelet transform
is also a sort of new time-frequency analysis algorithms, but it has a heavy cal-
culation burden and not suited for practical applications.

2.4.2 CFAR Detection

CFAR detection is a classical technique of radar detection. In a radar system, if the
detection threshold VT is set as a constant value, the false-alarm rate Pfa will rise
with the increase of interference r:

Pfa ¼ exp � V2
T

2r2

� �
ð2:4:4Þ
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In a radar system, there are not only the thermal noise within the receiver, but
also the interferences from the clutter and the enemy. These interferences are strong
in most situations, and their amplitudes vary in different scenes. In that case, the
false-alarm rate will not be constant any more. The method to keep a constant
false-alarm rate is called CFAR detection [6].

With the development of radar detection, many CFAR detection methods are
invented [7–13]. In practical applications, the specific method must be chosen
according to the echo distribution. In a low-resolution SAR system, the amplitude
of the echo obeys the Rayleigh distribution, while the amplitude of the echo obeys
other distributions such as Swerling model [14], lognormal model [15] and v2

distribution. In most SAR data, the Rayleigh distribution assumption is convincing,
so the classical CA-CFAR algorithm in Rayleigh distribution is introduced in this
section.

Suppose the probability distribution function of clutter y is expressed as

pðyÞ ¼ y
r2

exp � y2

2r2

� �
ð2:4:5Þ

Let x ¼ y
r, V0 ¼ VT

r , and substitute them into Eq. 2.4.4, it yields

Pfa ¼ exp �V2
0

2

� �
ð2:4:6Þ

For the new clutter, the false-alarm rate follows Eq. 2.4.6, which is not related to
the clutter. The relationship between the derivation r and the mean l is

r ¼
ffiffiffi
2
p

r
l ð2:4:7Þ

The principle of CA-CFAR is illustrated in Fig. 2.8.
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Fig. 2.8 Principle of CA-CFAR detection
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2.5 Principle of GMTIm Algorithms

After GMTI, the echoes of moving targets are separated from that of the clutter.
GMTIm algorithms are used to focus and relocated the moving target by estimating
its Doppler parameters. The main operations of GMTIm algorithms contain RCMC
and Doppler parameter estimation.

2.5.1 RCMC of Moving Targets

The RCM of the moving target must be accurately corrected so as to get a focused
image of the target. However, the RCM of the moving target is different from that
of the clutter, and is unknown without the information of motion parameters. In
most articles, the RCMC of moving targets is performed by using the Keystone
transform [16].

Before the range compression, the echo of a point target in a broadside airborne
SAR can be expressed as

srðta; trÞ ¼ A0xaðtaÞrect
tr � 2RðtaÞ

c

Tr

" #
exp jpKr tr � 2RðtaÞ

c

� �2
 !

exp �j
4pfc
c

RðtaÞ
� �

ð2:5:1Þ

where Tr denotes the pulse duration, fc denotes the carrier frequency. Transform
Eq. 2.5.1 into range-frequency domain, it yields

srðta; frÞ ¼ A0xaðtaÞrect fr
KrTr

� �
exp �jp

f 2r
Kr

� �
exp �j

4pðfc þ frÞ
c

RðtaÞ
� �

ð2:5:2Þ

where fr is the range frequency. In Eq. 2.5.2, the first exponential term can be
compensated by a range matched filter or the deramping operation so as to
accomplish the range compression. The RCM and azimuth phase information are
hidden in the second exponential term. Suppose it is represented by Uðta; frÞ,
substitute Eq. 2.3.4 into Eq. 2.5.2, it yields

Uðta; frÞ ¼ exp �j
4pðfc þ frÞ

c
R0

� �
exp j

4pVr

c
ðfc þ frÞta

� �
� exp �j

2pððVa � VyÞ2 � arR0Þ
cR0

ðfc þ frÞt2a
 ! ð2:5:3Þ

In Eq. 2.5.3, the second exponential term contains the Doppler centroid shift and
the RWM; the third exponential term contains the second-order azimuth phase error
and the range curve migration. It is noted that the coupling of the range-frequency
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and azimuth-time denotes the RWM, and the coupling of the range-frequency and
the second-order azimuth-time denotes the range curve migration. Transform the
azimuth time ta by

ta ¼ fc
fc þ fr

sa ð2:5:4Þ

Substitute it into Eq. 2.5.3, it yields

Uðta; frÞ ¼ exp �j
4pðfc þ frÞ

c
R0

� �
exp j

4pVr

c
fcsa

� �
� exp �j

2pððVa � VyÞ2 � arR0Þ
cR0

f 2c
fc þ fr

s2a

 ! ð2:5:5Þ

It is noted that the range-frequency and azimuth-time is decoupled after the
transform, and in turn the RWM is corrected. Equation 2.5.4 is the definition of
Keystone transform [17–19]. By using the Keystone transform, the RWM can be
corrected without the estimation of the cross-track velocity Vr.

It is also noted from Eq. 2.5.5 that the range curve migration is not corrected by
using the Keystone transform. Thus, researchers proposed the second-order
Keystone transform [20], which is defined as

ta ¼ fc
fc þ fr

� �1
2

sa ð2:5:6Þ

Substitute Eq. 2.5.6 into Eq. 2.5.3, it yields

Uðta; frÞ ¼ exp �j
4pðfc þ frÞ

c
R0

� �
exp j

4pVr

c
f
1
2
c ðfc þ frÞ

1
2sa

� �
� exp �j

2pððVa � VyÞ2 � arR0Þ
cR0

fcs
2
a

 ! ð2:5:7Þ

It can be noted that the range curve migration is corrected after the second-order
Keystone transform, and half of the RWM is removed. In the moving target
imaging of an airborne SAR system, the impact of the RWM on the imaging quality
of a moving target is far severer than the range curve migration [21], so the
first-order Keystone transform is the most widely-used algorithm in RCMC of
moving targets, and the second-order Keystone transform is only suited for the
imaging of along-track moving targets.

Since the azimuth time is a discrete value, the Keystone transform is accomplished
by sinc interpolation. The precision of sinc interpolation is highly related to the length
of the interpolation core, and long interpolation core requires heavy calculation
burden. Therefore, Keystone transform is not suitable for real-time processing.
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Another disadvantage of Keystone transform is that it is only effective without
the existence of Doppler centroid ambiguity. If there is Doppler centroid ambiguity
in the echo, the Doppler centroid ambiguity number must be estimated before
Keystone transform.

2.5.2 Motion Parameter Estimation

After RCMC, the energy of the moving target is concentrated into a range gate, and
the echo of the moving target can be viewed as a 1-D signal. The Doppler
parameters are estimated from the azimuth signal, and the target can be focused and
relocated using the estimations.

Since the azimuth signal of the target in SAR can be viewed as a chirp signal, the
Doppler parameters can be accurately estimated using the time-frequency analysis
algorithms, such as WVD transform, FrFT [22], wavelet transform and so forth.

After the Doppler parameter estimation, motion parameters can be derived. The
cross-track velocity can be calculated as

V̂r ¼ kf̂dc
2

ð2:5:8Þ

Since the two motion parameters cannot be derived from one Doppler parameter,
the cross-track acceleration and the along-track velocity cannot be derived from the
Doppler modulation rate at the same time. Thus, the acceleration is neglected in
practical applications. The along-track velocity is calculated as

bVy ¼ Va �
ffiffiffiffiffiffiffiffiffiffiffiffi
kR0 f̂dr
2

s
ð2:5:9Þ

If there are multiple moving targets in the scene, each target must be estimated
and focused independently. The flowchart of the whole moving target processing is
illustrated in Fig. 2.9.

Raw data
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Clutter 

suppression
CFAR 

detection
Echo

extraction
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parameter 
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Motion
parameter 
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Focus and 
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GMTI GMTIm

Fig. 2.9 Flowchart of GMTI and GMTIm in airborne SAR
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2.6 Conclusion

The principle of SAR imaging has been briefly introduced in this chapter, and the
echo signals of stationary and moving targets in a broadside airborne SAR system
have been established. By comparing the Doppler parameters between the sta-
tionary and moving targets, the relationship between motion parameters of moving
targets and the Doppler centroid, Doppler modulation rate and RCM has been
analyzed.

Based on the analysis, three classical single-channel GMTI algorithms have been
introduced in this chapter, and their limitations have been discussed. Moreover, the
principle of GMTIm algorithms with Keystone transform and time-frequency
analysis algorithm has been introduced, and the limitations in Doppler centroid
ambiguity and motion parameter derivation have been studied.

The content in this chapter is the foundation of the following chapters. The
limitations of existing algorithms mentioned in this chapter are further studied and
solved in the proposed algorithms in this book.
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Chapter 3
Fast Moving Target Indication
and Imaging in Stripmap SAR

Abstract This chapter mainly discusses the GMTI and GMTIm algorithms in
stripmap SAR/GMTI mode. The signal model of fast moving targets in stripmap
SAR/GMTI mode is established, and the impacts of fast cross-track velocities on
the Doppler ambiguity and higher order azimuth phase are analyzed. Furthermore, a
classification of targets by the locations of their spectra is presented. Based on the
classification, a Doppler centroid estimation algorithm based on curve fitting, a
multiple target indication and echo extraction method, and a fast moving target
imaging algorithm based on Hough transform and third-order PFT are presented.
Finally, simulations and real data are utilized to prove the effectiveness of these
algorithms.

3.1 Introduction

The stripmap mode is a fundamental and most widely-used working mode of the
SAR system. High-resolution images of the observation area can be stably obtained
in the stripmap mode since the antenna is fixed in this mode. Compared with the
spotlight mode, the stripmap mode has a broader observation area, while compared
with the scan-SAR mode, it has a higher resolution. Along with the development of
the moving target processing technique, both the ability of moving target pro-
cessing and the high resolution imaging are required in the stripmap SAR, therefore
this new mode is called SAR/GMTI mode.

Chapter 2 of this book induced the broadside geometry of a moving target in the
stripmap mode, and also some classical GMTI and GMTIm algorithms are intro-
duced in Sects. 2.4 and 2.5. These algorithms are effective for the targets with
certain scopes of motion parameters. As analyzed in Chapter Two, in the existence
of the target with complex motions, such as Doppler ambiguity, these algorithms
cannot accurately indicate, estimate and focus the moving target. In the real SAR
signal processing, the motions of the moving target is unknown, the possibility of
the existence of Doppler ambiguity cannot be ignored, therefore it is necessary to
develop the fast moving target indication and imaging algorithms.
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In order to solve the fast moving target indication and imaging in stripmap SAR,
an adaptive Doppler centroid estimation algorithm is introduced in this chapter. By
using the curve fitting of the azimuth spectrum, the Doppler centroid can be
accurately estimated in the non-homogeneous scene, and the impact of the
prominent targets is eliminated. With the accurate estimation of the Doppler cen-
troid, the Doppler centroid of the stationary scene can be adjusted into zero, which
is the foundation of the following moving target processing algorithms.

After adjusting the Doppler centroid error of the clutter, a multiple moving target
indication and echo extraction method is proposed. This proposed two-step algo-
rithm indicates the moving targets with different motion parameters based on the
classification in Sect. 2.3.2, which can indicate the fast moving target submerged by
the clutter. After GMTI, the impacts of the integrity and SNR of the echo extraction
on the following parameter estimation and imaging algorithms are discussed.

Then, a fast moving target imaging algorithm based on Hough transform and
third-order PFT is presented. This algorithm can accurately estimate the real
Doppler centroid in the existence of the Doppler ambiguity. And the third-order
azimuth phase error is compensated by using the third-order PFT. The effectiveness
of the algorithm is sufficiently proved by simulations and real data processing.

This chapter is organized as follows. Based on Sect. 2.3, the echomodel ofmoving
targets with fast cross-track velocity is established in Sect. 3.2. An adaptive Doppler
centroid estimation algorithm is introduced in Sect. 3.3, and a two-step multiple
moving target indication and echo extractionmethod is proposed in Sect. 3.4. Then, a
fast moving target imaging algorithm based on Hough transform and third-order PFT
is introduced in Sect. 3.5. Finally, conclusive remarks are provided in Sect. 3.6.

3.2 Echo Model of Fast Moving Target

The echo model of fast moving target is established in this section. No matter what
the motion parameters of the target are, the geometry of the moving target in
broadside SAR is unchanged. Therefore, the echo model is established based on
Figs. 2.2 and 2.3.

According to Eq. 2.3.4, cross-track velocity, cross-track acceleration and
along-track velocity are the main parameters that affect the moving target imaging.
In fact, the impact of the along-track acceleration is existed. However, its impact is
neglected for the following reasons: first of all, the Doppler centroid and Doppler
modulation rate are not related to the along-track acceleration; secondly, in the real
flight of airborne SAR, the platform velocity is not stable, and the along-track
acceleration of the moving target is negligible compared with the changes of the
platform velocity, and can be compensated during the autofocus process. Thus, the
impact of the along-track acceleration is neglected, and the instantaneous slant
range of the moving target can be expressed as
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Expand Eq. 3.2.1 into a Taylor series and keep it to the third-order term of ta,
then Eq. 3.2.1 can be approximated as
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Substitute Eq. 2.3.3 into Eq. 3.2.2, it yields
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2R2
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According to Eq. 3.2.3, the third-order Taylor expansion term of a moving target
is related to the cross-track velocity and the along-track velocity, which increases
accordingly with the cross-track velocity, and he third-order term is no longer
negligible if the cross-track Vr is fast. Substitute Eq. 3.2.3 into Eq. 2.2.4, it yields
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The second exponential term of Eq. 3.2.4 is the Doppler centroid term of a
moving target. If the cross-track velocity satisfies Eq. 2.3.7, the Doppler ambiguity
will be induced. Assuming a Ku-band airborne SAR system with PRF of 1500 Hz,
carrier frequency of 0.0194 m, then the Doppler ambiguity will be induced if the
cross-track velocity of a moving target is faster than 14.55 m/s. In real applications,
both civil and military vehicles can travel above this speed, which indicates that
Doppler ambiguity cannot be neglected in the real data moving target processing.

The fourth exponential term is the RWM term of the moving target. It can be
noted that the RWM significantly increases in the case of fast moving targets.
The RWM and Doppler centroid are both induced by the cross-track velocity. The
Doppler centroid is sampled by PRF, which is aliased with a period of PRF.
However, the RWM is not affected by the Doppler ambiguity. Therefore, the fast
cross-track velocity can be extracted from the RWM.
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Compare Eq. 3.2.4 with Eq. 2.3.5, the only difference is that there is a
third-order phase error in Eq. 3.2.4, i.e., the last exponential term in Eq. 3.2.4. It
can be represented as

H3 ¼ exp �j
4p
k
VrðVa � VyÞ2

2R2
0

t3a

 !
ð3:2:5Þ

It can be noted that the third-order phase error increases with the cross-track
velocity. The third-order phase error will lead to the asymmetry of the side-lobes,
and is not negligible for the fast moving target. Therefore, the third-order phase
error must be compensated during the fast moving target imaging.

We simulated a single-antenna SAR system (see Table 3.1) to validate the
conclusions above. In the observation area, four targets are set as shown in
Table 3.2. It can be noted that T0 is a stationary target, T1 and T2 are slow moving
target with a small cross-track velocity, and T3 is a fast moving target.

The processing results of the four targets are shown in Fig. 3.1. The images after
the range compression are shown in Fig. 3.1a. It can be noted that the RWM curve
of T0 are paralleled with the azimuth axis, while the RWM curves of T1, T2 and T3
are slant in different scale. The focusing results of these targets are shown in
Fig. 3.1b by using the stationary target parameters. It can be noted that all targets
are smeared excepted T0. Also, T1 and T2 are dis-located from their real azimuth
location in the image with the existence of the cross-track velocity. The dis-location
degree of T2 is larger than that of T1 since T2 has a larger cross-track velocity.
However, T3 appears in the upper half of the image, which is induced by the
Doppler ambiguity. This result proves that the Doppler centroid cannot be correctly
estimated by using the azimuth location of the fast moving target.

Figure 3.2a, b compare the azimuth compression results of T1 and T3 with and
without third-order phase error compensation. In the simulation, assuming that the
RCM and azimuth second-order phase error are accurately corrected, it is noted that
the impact of third-order phase error is negligible in the case of T1. On the contrary,
the third-order phase error induces side-lobe symmetry of fast moving target T3.

According to the echo model and analysis in this section, three conclusions can
be drawn: first of all, the large cross-track velocity of a fast moving target leads to
the Doppler ambiguity; secondly, the Doppler ambiguity leads to the azimuth
location aliasing, while the RWM is not affected; thirdly, the third-order azimuth
phase error must be compensated during the imaging process.

Table 3.1 System parameters of the simulation

System parameter Value System parameter Value

Central slant range 1000 m Range sampling rate 60 MHz

Carrier frequency 2 GHz PRF 400 Hz

Pulse time width 5 us Platform velocity 100 m/s

Pulse bandwidth 30 MHz Antenna size 1 m
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Table 3.2 Target parameters of the simulation

Target Motion parameter

Nearest slant
range (m)

Cross-track
velocity (m/s)

Along-track
velocity (m/s)

Cross-track
acceleration (m/s2)

T0 800 0 0 0

T1 900 1 3 0.1

T2 1000 3 3 0.1

T3 1200 18 3 0.1

(a) (b)

Fig. 3.1 Simulation results of the targets. a Range compression result. b Azimuth compression
result

(a) (b)

Fig. 3.2 Azimuth compression results of T1 and T3. a Azimuth compression result of T1.
b Azimuth compression result of T3
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3.3 Doppler Centroid Estimation of the Clutter

In our signal model establishment of stripmap SAR, the system is assumed to be
with a squint angle of zero. However, in the real flight of an airborne SAR, because
of the instability of the platform and the installation error of the antenna, there will
be an antenna direction error. The antenna direction error induces a spectrum shift
of the clutter, which will affect the azimuth window function and the RWM cor-
rection. Therefore, before the SAR imaging algorithm is preceded, the actual
Doppler centroid of the clutter must be estimated.

Meanwhile, estimation and correction of the Doppler centroid of the clutter are
also the foundation of GMTI in the azimuth spectrum domain in Sect. 3.4. The
spectrum shift of the clutter will deteriorate the performance of the clutter sup-
pression. Also, estimation and correction of the Doppler centroid of the clutter is
important for the cross-track velocity estimation, which will be introduced in
Sect. 3.5.

In a radar system, the Doppler centroid data is recorded by the INS system.
However, the precision of the INS system cannot satisfy the imaging resolution.
Therefore, Doppler centroid estimation algorithms based on the echo signal are
produced [1]. Classical Doppler centroid estimation algorithms include energy
balancing method [2], correlation Doppler estimator, SDE [3], and MLE [4].
Energy balancing method, which is widely used in airborne SAR imaging, has a
promising performance in homogeneous scenes, whereas its estimation precision
declines sharply if the homogeneity is destroyed, especially when prominent point
targets exist in the scene.

3.3.1 Principle of Energy Balancing Method

The basis of energy balancing method is regarding that the amplitude of azimuth
spectrum is generally the same as the pattern of antenna [5]. Thus, the energy center
of azimuth spectrum can represent the estimation of Doppler centroid.

The energy balancing method is proceeded by cyclic iteration. First of all, the
initial value of Doppler centroid is set, and the Doppler centroid is calculated by
iterative solving the energy of the both sides of the Doppler centroid. The principle
of the energy balancing method is shown in Fig. 3.3. Specific processing steps are
as follows.

(a) After the range compression of the raw data, transform the data into azimuth
frequency domain;

(b) Set the initial Doppler centroid f 0dc by using the system parameters and the INS
data;

38 3 Fast Moving Target Indication and Imaging …



(c) Calculate the energy of both sides E1 and E2, and calculate the normalized
energy difference DE ¼ E1�E2

E1 þE2
;

(d) Solve the relation coefficient e ¼ @DE
@fdc

��� ���
DE¼0

;

(e) Set f lþ 1
dc ¼ f ldc þDfdc, where l is an integer. Repeat the cycle, until DE ¼ 0.

Then, the Doppler centroid estimation is f̂dc solved.

Energy balancing method can provide an accurate Doppler centroid estimation in
the homogeneous scene. However, if the scene is non-homogeneous, especially if
prominent point targets exist in the scene, energy center cannot correctly replace
Doppler centroid, and thus the energy balancing method is ineffective. One way to
suppress the impact of the prominent point targets by using the average of multiple
range gates. However, this method cannot eliminate the prominent point target, and
the Doppler centroid relationship among different range gates is neglected. In [6],
an improved energy balancing method is proposed by setting a threshold. This
method can only eliminate targets which have a high energy peak than the
threshold, and the continuity of the azimuth spectrum is destroyed.

3.3.2 Adaptive Doppler Centroid Estimation Algorithm
Based on Curve Fitting

In order to improve the performance of the energy balancing method in the
non-homogeneous scene, the prominent point targets must be eliminated.
Figure 3.4 shows the azimuth power spectrum of real airborne SAR system in
non-homogeneous scene. According to Fig. 3.4, there are mainly two kinds of
prominent point targets that deteriorate the homogeneity of the scene. Target A
represents targets with extremely high power that severely affects energy distri-
bution of the spectrum, and Target B represents targets with considerable power,
but relatively lower peak.

In [6], an algorithm is proposed to remove the impact of Target A by setting up
rigid threshold. However, the value of threshold is given manually, and the impact
of Target B is neglected.

0
af

dcf

1E 2E

Fig. 3.3 Principle of the
energy balancing method
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According to the shapes of power spectra of prominent point targets, an
improved energy balancing algorithm based on Gaussian curve fitting of
down-sampled power spectrum is proposed. In this section, the principle and
specific processing steps of the proposed algorithm are introduced.

Prominent point targets, such as Target A and B can be considered as distur-
bances of the Gaussian-shape azimuth spectrum. Moreover, their spectra are
keen-edged and narrow, whereas the azimuth spectrum is relatively flat. After
operate down-sample to the azimuth spectrum, only a few samples are located in
Target A and B. On the contrary, most of the samples obey Gaussian distribution.
Therefore, after Gaussian curve fitting, samples of ideal azimuth spectrum are
preserved, and samples of prominent point targets will be abandoned adaptively.

The proposed algorithm consists of six steps as follows:

Step 1: Operating down-sample of the azimuth spectrum to get the discrete spec-
trum data;

Step 2: Operating Gaussian curve fitting of the discrete azimuth spectrum, thus
samples of prominent point targets will be far from the fitting curve, which is
defined as exceptional samples;

Step 3: Calculating the fitting errors of each sample, and calculate the mean and
standard deviation of the fitting errors. Compare the fitting error of each sample
with the sum of mean and standard deviation, the samples with fitting errors larger
than the sum are regarded as exceptional samples and should be abandoned;

Step 4: Operating Gaussian curve fitting of the new spectrum without exceptive
samples, the new fitting curve is considered to be the ideal azimuth power
spectrum;

Fig. 3.4 Azimuth power
spectrum of airborne SAR
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Step 5: Processing traditional energy balancing method to estimate Doppler cen-
troid f̂dc;

Step 6: Operating linear curving fitting of each range cell to further eliminate
random estimation error [7].

The flowchart of the proposed algorithm is shown in Fig. 3.5.

3.3.3 Simulation Results and Analysis

In order to demonstrate the validity of the proposed algorithm, both simulation
experiments and raw data are processed in this section.

In the simulation experiment, peak amplitude of the azimuth spectrum is set as
100, peak of Target A is 160, and peak of Target B is 40. To better simulate the
robustness of the proposed algorithm, white Gaussian noise is added to the spec-
trum with amplitude of 5.

Figure 3.6a shows the simulated power spectrum of the azimuth data. Target A
and B represent two kinds of prominent point targets. From Fig. 3.6b, the samples
of Target A and B are far from fitting curve, and the peak of the fitting curve
slightly departs from the actual Doppler center due to the impact of exceptional
samples. Figure 3.6c shows that exceptional samples are abandoned, and new
discrete azimuth spectrum is obtained. Figure 3.6d illustrates that after the second
Gaussian curve fitting, the fitting curve is generally the same as the ideal azimuth
power spectrum, and the center of the fitting curve is the same as the actual Doppler
centroid. Therefore, the Doppler centroid can be estimated by operating traditional
energy balancing algorithm. After processing the proposed algorithm, the homo-
geneity character of the scene is inherently improved, and the estimation precision
is increased.

To testify the effectiveness of the proposed algorithm, imaging of real Ku-band
airborne SAR data is processed. Figure 3.7a, b show focusing performance before
and after proposed algorithm without autofocus technique. It is clear that Fig. 3.7b
has a finer resolution, since Doppler centroid is estimated more precisely and RCM
is completely corrected. Figure 3.7c offers the optical photo of the scene as a
reference. Therefore, the validity of the proposed algorithm is confirmed.

Azimuth power 
spectrum

Doppler centroid 
estimation 

Gaussian curve 
fitting NO. I

Abandon exceptional 
samples according to Step 3

Gaussian curve fitting NO. II
Linear curving fitting 
along range direction

Traditional energy 
balancing method 

Down-sample

Fig. 3.5 Flowchart of the proposed algorithm
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(a) (b)

(d)(c)

Fig. 3.6 Results of the simulation. a Simulated azimuth spectrum. b After the first Gaussian curve
fitting. c Elimination of exceptional samples. d After the second Gaussian curve fitting

(a) (b) (c)

Fig. 3.7 Results of raw data imaging. a Traditional algorithm. b Proposed algorithm. c Optical
image
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3.4 Multiple Moving Target Indication and Spectrum
Extraction

According to the analysis in Sect. 2.3.2, moving targets are classified into three
categories by the relationship between its spectrum and the spectrum of the clutter.
In real SAR signal processing, the parameters of the moving target is unknown.
Therefore, it is rigorous to assume that all three kinds of targets exist in the scene. In
order to indicate targets of different kinds, new algorithms must be proposed.

3.4.1 The Two-Step GMTI Algorithm

The principle of the GMTI algorithm for SAR is to suppress the energy of the
clutter, and then indicate the moving target according to the result of the amplitude
judgment, such as the CFAR detection. Therefore, the main aim of the GMTI
algorithm is to suppress the clutter, and raise the SCR of the moving target.

According to Sect. 2.3.2, the moving targets with different motion parameters
belong to different types. The targets of Type I are located at the high-band of the
PRF, and the clutter are mostly located at the low-band. As a result, the targets of
Type I have a high SCR in the range-Doppler domain. On the contrary, targets of
Type II and III are submerged by the clutter. The SCR of the targets of Type II and
III are low in the range-Doppler domain. After the azimuth compression, the energy
of the moving targets of Type II and III are concentrated in the image domain, and
the energy of the clutter is distributed in the whole image. If the energy of the
moving target is strong, it can be indicated in the image domain. Therefore, a
two-step GMTI algorithm is proposed to detect the moving targets of all the three
types, and its specific processing steps are shown as follows.

Step 1: Perform the range compression on the echo, and transform it into the
range-Doppler domain. In the range-Doppler domain, the spectra of the moving
targets of Type I are located at the high-band of the PRF. Extract the signal of the
high-band of the PRF using a high-pass filter. If there are multiple trajectories at the
high-band of the PRF, each trajectory can be regarded as a moving target.

Perform the azimuth compression on the extracted signal, and detect the moving
targets by the CFAR technique. After the detection, the energy of the moving
targets should be eliminated from the clutter.

Step 2: After Step 1, the moving targets of Type I have been indicated and
extracted. Divide the whole synthetic aperture into two sub-apertures in the
range-Doppler domain, and perform the azimuth compression on both sub-aperture
data. Two sub-aperture images can be obtained, in which the moving targets have
different Doppler histories while the clutter has the same. Therefore, the clutter can
be suppressed by the complex subtraction of the two sub-images, and the moving
targets can be indicated in the image domain. The targets of Type II and III can be
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indicated in this step, only if their energy is strong enough to be distinguished after
the clutter suppression.

The whole GMTI algorithm is shown above. The reason why the proposed
GMTI algorithm uses a two-step indication is that: in real GMTI applications,
multiple moving targets with different motion characters must be treated separately.
As to the weak targets with fast cross-track velocities (Type I), it is unable to
indicate them in the image domain. One the contrary, the image domain algorithm
is highly suitable for the indication of the strong targets with slow cross-track
velocities and the along-track moving targets.

It is also worth noticing that the proposed algorithm is still unable to indicate
the slow and weak moving targets. This is the inherent GMTI limitation of the
single-antenna SAR system. In fact, it is still a challenging issue even for the
multi-channel SAR system in real applications.

3.4.2 Real Data Processing Results

In this section, the real Ku-band airborne SAR data is used to verify the effec-
tiveness of the proposed strategy. This scene includes roads in both the cross- and
along-track directions and a crossroad. Seven moving targets with different motion
parameters, which belong to Type I, II, and III, are found in the scene. Moreover,
the velocity errors of both the platform and the moving target exist in the data, and
they must be compensated during the imaging.

The seven moving targets, labeled from T1 to T7, are illustrated in both the
range-Doppler domain and the image domain in Fig. 3.8. The blue lines in
Fig. 3.8a indicate the spectrum of the clutter. According to Fig. 3.8a, T1, T2, T3,
and T4 move along the cross-track direction. The trajectories of T1 and T2 are
located at the high-band of the PRF, and T3 is partially submerged by the clutter in
the range-Doppler domain. The trajectory of T4 can be distinguished from the
clutter in Fig. 3.8a due to its different slope, whereas it is completely submerged by
the clutter. The detection of T4 is the most difficult problem in a single-antenna
SAR system. T1 and T2 cannot be seen in Fig. 3.8b since their energy is weaker
compared with that of the clutter. T5, T6 and T7 have only along-track velocities
and can be found defocused in the azimuth direction in Fig. 3.8b, whereas they
cannot be detected in the range-Doppler domain due to that they have no cross-track
velocities. We can conclude from Fig. 3.8 that T1 and T2 belong to Type I, T3
belong to Type II, and T4, T5, T6, and T7 belong to Type III. The detection of the
moving targets from different types must be conducted differently.

The CFAR detection result of T1 and T2 is shown in Fig. 3.9. The spectrum of
the clutter is suppressed by a high-pass filter, and then the rest echo is compressed
in the azimuth direction. Particularly, the image of T2 splits into two parts since the
spectrum of T2 exceeds the limit of the PRF. It can be noted that moving target of
Type I can be successfully indicated by the two-step GMTI algorithm in the
range-Doppler domain.
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After the detection of T1 and T2, their energy is extracted, and the remaining
signal is separated into two sub-apertures. The sub-aperture imaging results are
shown in Fig. 3.10. It can be noted from Fig. 3.10 that the locations of the moving
targets are different in the two sub-images. The moving targets can be detected by

(a)

(b)

Fig. 3.8 Illustrations of the moving targets in the scene. a The moving targets in the range-
Doppler domain. b The moving targets in the stationary image

Fig. 3.9 CFAR detection result of T1 and T2
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the complex image subtraction. T3 is not found in Fig. 3.10a because its energy
locates only in half of the PRF, as shown in Fig. 3.8a.

The result of the moving target spectrum extraction is shown in Fig. 3.11.
T3 and T4 are used as an example to show the effectiveness of the proposed
algorithm because the extraction of targets that are submerged by the clutter is very
difficult. It can be noted from Fig. 3.11a that the trajectories of T3 and T4 are
extracted by the proposed algorithm. Although the energy of the clutter is not
completely eliminated, the SCR after the extraction is clearly improved. The
imaging of the clutter after the extraction is shown in Fig. 3.11b. The smeared
images of the moving targets are disappeared, and the stationary area that masked
by the moving targets is reverted.

(a) (b)

(d)(c)

Fig. 3.10 Results of the sub-aperture imaging. a Imaging of T3 and T4 in Sub-image I. b Imaging
of T3 and T4 in Sub-image II. c Imaging of T5, T6, and T7 in Sub-image I. d Imaging of T5, T6,
and T7 in Sub-image II
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3.5 Fast Moving Target Imaging Algorithm Based
on Hough Transform and Third-Order PFT

3.5.1 Principle of the Proposed Algorithm

In conventional GMTIm algorithms [8–10], the basic processing steps: firstly, the
RCMC is proceeded to compress the energy of the target into a single range gate;
secondly, the parameters of the moving target is estimated by using the
time-frequency analysis algorithms. Keystone transform is able to correct the range
walk without prior knowledge of the Doppler centroid. However, in the case of the
fast moving target, Keystone transform is not able to correct the range walk without
the Doppler ambiguity number. Therefore, in the case of the fast moving target
imaging, the Doppler ambiguity must be taken into consideration.

In this section, a novel algorithm is proposed to focus the moving targets with
fast cross-track velocities. After range compression and range curve correction, we
utilize Hough transform to estimate the slope of the range walk trajectory of the
moving target. With Hough transform, the additional range walk can be accurately
corrected regardless of the Doppler ambiguity, and the cross-track velocity can be
estimated. Then, we adopt PFT to estimate the second- and third-order Doppler
parameters of the moving target. The imaging resolution of the moving target is
improved after the third-order phase error compensation, and the motion parame-
ters, including the cross-track acceleration, can be accurately estimated.

(a) Principle of the Hough transform

Hough transform was proposed by P.V.C. Hough in 1962 [11] for image charac-
teristic detection. It is widely used in digital image processing, especially in dealing

(a) (b)

Fig. 3.11 Results of the moving target extraction. a The extracted trajectory of T3 and T4 in the
range-Doppler domain. b Partial imaging of the scene without moving targets T3 and T4
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with straight line indication and parameter estimation. The principle of Hough
transform is shown in Fig. 3.12.

In Fig. 3.12, Fðx; yÞ is a function of straight line on Plane ðx; yÞ. O is the origin
of Plane ðx; yÞ. q is the length of the normal of Fðx; yÞ to point O, and h is the angle
between normal and axis y. Hough transform is a transform from Plane ðx; yÞ to
Plane ðq; hÞ. It is supposed that

q ¼ x cos hþ y sin h ð3:5:1Þ

By using Eq. 3.5.1, each point in Plane ðx; yÞ corresponds to a sinusoid in Plane
ðq; hÞ. Therefore, all points in Plane ðx; yÞ correspond to a series of sinusoid
interweaved together in Plane ðq; hÞ. If points in Plane ðx; yÞ follows the straight
line function Fðx; yÞ, it appears a peak in Plane ðq; hÞ. By indicating the coordinates
of the peak, the parameters of Fðx; yÞ can be estimated.

After range compression and range cell curve correction, the echo of moving
target is a slant line, and its slope represents linear RCM. By using the Hough
transform, the cross-track velocity can be estimated.

(b) Principle of the PFT

Time-frequency analysis is a useful tool in ground moving target parameter esti-
mation, and it is widely adopted in many research articles. Time-frequency analysis
can achieve high precision estimation of Doppler parameters of LFM signals, while
it will cost a lot of calculation and limit its usage in real-time GMTI project at the
same time.

WVD, STFT, FrFT and PFT are all time-frequency analysis algorithms. WVD is
the most commonly used algorithm, but it suffers from the interference of
cross-terms since it is bilinear transform. FrFT is free cross-term because it is a
linear transform, but its estimation precision depends on the resolution of angle
division. Both algorithms above are only able to estimate first- and second- order
phase, which is not suitable for fast moving target imaging.

x

y

O

( , )F x y

θ ρ

Fig. 3.12 Hough Transform
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PFT is also a linear transform and shares the advantages of FrFT. Besides, PFT
is capable of estimating higher order phase parameters of moving targets, which
makes it perfect for fast moving target imaging [12]. Suppose xðnÞ is a discrete
signal, its standard DFT is expressed as

XðxÞ ¼
X
n

xðnÞ expð�jxnÞ ð3:5:2Þ

If xðnÞ is a monochromatic signal, energy of xðnÞ is congregated in frequency
domain. If xðnÞ has higher order phase terms, its energy will spread in frequency
domain after DFT.

Consider a kth-order PPS xðnÞ, let its expression be

xðnÞ ¼ exp jp
Xk
m¼1

amn
m

 !
ð3:5:3Þ

where a are the coefficients of each order. PFT is defined as

Xða1; a2; a3; . . .; akÞ ¼
X
n

xðnÞ exp �jp
Xk
m¼1

amn
m

 !
ð3:5:4Þ

According to the definition of (3.5.4), PFT is an expansion of DFT into
kth-order. If coefficients a satisfy condition

ai ¼ aiði ¼ 1; 2; 3; . . .; kÞ ð3:5:5Þ

Energy of PPS xðnÞ will congregated into a peak in k-order coefficient plane
through PFT. By searching the value of a, phase coefficient a can be estimated as

ðâ1; â2; . . .; âkÞ ¼ arg max
ða1;a2;a3;...;akÞ

Xða1; a2; a3; . . .; akÞj j ð3:5:6Þ

The remaining problem of PFT is that higher order estimation introduces more
calculation requirements. However, since the Doppler centroid has already been
estimated by Hough transform, only the second- and third-order Doppler parame-
ters are estimated in this step.

3.5.2 Processing Steps of the Algorithm

After range compression, the RCM trajectory of the moving target smears among
several range cells. In order to obtain a focused image of the moving target, the
RCM must be accurately corrected.
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The RCM of the moving target can be divided into two parts: the range curve
and the additional range walk.

It has been validated in [13] that the platform velocity is the main factor in
determining the range curve since that Vy is far smaller than Va. Therefore, com-
pensating for the range curve caused by the platform is sufficient to the requirement
of moving target imaging. The range curve correction filter in range-frequency
domain can be expressed as

Hrcmc ¼ exp j
2pV2

a

cR0
frt

2
a

� �
ð3:5:7Þ

After range curve correction, the range walk trajectory of the moving target is a
straight line. The slope of the range walk trajectory increases with the cross-track
velocity, and it is independent of the Doppler ambiguity. Therefore, the actual value
of the cross-track velocity can be obtained from the slope even in the presence of
the Doppler ambiguity.

Hough transform is an effective tool to detect rectilinear figures, and it is capable
of estimating the parameters of the rectilinear figure. During Ta, the cross-track and
along-track motions of the moving target in 2-D image domain can be expressed,
respectively, as

Dx ¼ VrTa=
c
2fs

ð3:5:8aÞ

Dy ¼ PRF � Ta ð3:5:8bÞ

Therefore, the tangent of the slope of the range walk trajectory can be expressed
as

tan h ¼ Dx
Dy

¼ Vr � 2fs
PRF � c ð3:5:9Þ

where h represents the angle between the trajectory and azimuth direction. With the
estimation of h, the cross-track velocity can be estimated as

V̂r ¼ tan ĥ � PRF � c
2fs

ð3:5:10Þ

With V̂r, the range walk correction filter in range-frequency domain can be
expressed as

Hrwmc ¼ exp �j
4pV̂r

c
frta

� �
ð3:5:11Þ
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After RCMC, the energy of the moving target is concentrated into a single range
cell. In order to estimate the third-order Doppler parameter of the moving target, we
perform the third-order PFT on the echoes of the moving target.

By using PFT, the second- and third-order phase error can be accurately com-
pensated, and Vy and ar can be retrieved from the estimations of PFT, respectively,
as

V̂y ¼ Va �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�R2

0kâ3
2V̂r

s
ð3:5:12aÞ

âr ¼ kðR0â3 � V̂râ2Þ
2V̂r

ð3:5:12bÞ

where â2 and â3 are the second- and third-order Doppler parameter estimations,
respectively.

The flowchart of the proposed algorithm is shown in Fig. 3.13.

3.5.3 Results of the Simulation and Real Data Processing

In this section, we simulate a single-antenna SAR system (see Table 3.1) to validate
the proposed algorithm. One stationary target, labeled by T0, and three moving
targets, labeled by T1, T2, and T3, are set in the scene. The motion parameters of
the moving targets are listed in Table 3.3. According to Table 3.3, T1 and T3
represent the moving targets with slow and fast cross-track velocities, respectively,

Echoes of the 
moving targets

Relocation of the 
moving targets

Range curve 
correction

Hough transform
Range walk 
correction

The third-order 
PFT

Motion parameter 
estimation

Imaging of the 
moving targets

Fig. 3.13 Flowchart of the proposed GMTIm algorithm

Table 3.3 Target parameters of the simulation

Target Motion parameters

Nearest
slant range
(m)

Azimuth
location shift
(m)

Cross-track
velocity
(m/s)

Along-track
velocity
(m/s)

Cross-track
acceleration
(m/s2)

T0 1100 10 0 0 0

T1 800 0 10 10 0

T2 900 10 10 0 0

T3 1000 0 50 10 1
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and T2 represents the moving target that is not located at the center of the scene. To
better testify the improvement of the proposed algorithm, the conventional algo-
rithm in [13] is operated as a comparison.

Figure 3.14a, b show the processing results of the conventional and the proposed
algorithm, respectively. For the slow moving target T1, it is focused and relocated

(a) (b)

(c) (d)

(e) (f)

Fig. 3.14 Simulation results of multiple moving target imaging. a Processing result of the
conventional algorithm. b Processing result of the proposed algorithm. c Range compression result
comparison of T1. d Azimuth compression result comparison of T1. e Range compression result
comparison of T3. f Azimuth compression result comparison of T3
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in both Fig. 3.14a, b. However, the image of T3 in Fig. 3.14a is severely smeared
since the range walk is not completely corrected by Keystone transform and the
third order phase error is not compensated. On the contrary, T3 is well-focused in
Fig. 3.14b. From the comparison, we can conclude that the proposed algorithm is
effective in focusing both the slow and fast moving targets. The relocation of T2 in
Fig. 3.14a is inaccurate since the energy balance filter method cannot provide the
accurate location if the target is not located at the center of the azimuth aperture.
However, this problem is avoided by Hough transform, as shown in Fig. 3.14b.

Figure 3.14c, d further compare the range and azimuth compression results of T1.
The side-lobe asymmetry is not negligible in Fig. 3.14d although Vr of T1 is slow.
The range and azimuth compression results of T3 are compared in Fig. 3.14e, f. It
can be noted that the range and azimuth resolutions of T3 by the conventional
algorithm are both deteriorated by the range walk and the third-order phase error.

Motion parameter estimations are listed in Table 3.4. The estimations of Vr and
fdc of T2 are incorrect by the conventional algorithm since the azimuth location
affects the accuracy of estimation. The estimations of Vr and fdc of T3 by the
conventional algorithm depart from the actual values because of the Doppler
ambiguity, and the estimation of Vy of T3 by the conventional algorithm is incorrect
since the moving target is assumed with constant velocities in [13]. On the contrary,
the proposed algorithm provides accurate motion parameter estimations of all the
targets.

Table 3.4 Comparison of the motion parameter estimations

Target Parameters

Doppler
centroid (Hz)

Cross-track
velocity (m/s)

Along-track
velocity (m/s)

Cross-track
acceleration (m/s2)

T1 Actual value 133.33 10 10 0

Traditional
algorithm

133.00 9.9750 10.0333 0

Proposed
algorithm

133.30 9.9975 10.0667 0

T2 Actual value 133.33 10 0 0

Traditional
algorithm

119.1667 8.9375 0 0

Proposed
algorithm

133.30 9.9975 0 0

T3 Actual value 666.67 50 10 1

Traditional
algorithm

266.00 19.9500 15.5703 0

Proposed
algorithm

666.20 49.9650 9.7261 1.0210
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To further verify our algorithm, we use real Ku-band airborne SAR/GMTI data
in Sect. 3.4.2 to further demonstrate the robustness of the proposed algorithm. The
selected data contains the echo of a vehicle T2 moving along a highway in the
scene. T2 is not a controlled target so that the parameter estimation accuracy cannot
be compared in this section.

Figure 3.15a shows the Doppler spectrum of the selected data after range
compression. From Fig. 3.15a, we can see that the trajectory of moving target,
which is tagged by an ellipse, locates at the high-band of PRF due to the Doppler
centroid shift, and the Doppler spectrum of the moving target exceeds the limit of
PRF. Figure 3.15b shows the unwrapped azimuth phase angle of the target. The
azimuth phase angle of the moving target is not a standard quadratic curve, i.e.,
there are higher order phase errors. Therefore, the necessity to compensate for the
third-order phase error in real data imaging is confirmed.

Figure 3.16a shows the stationary image of the scene without the processing of
the moving target. As tagged by the ellipses, the moving target is smeared and
dislocated from the highway. Moreover, the image of the moving target splits into
two parts because its spectrum expands neighboring PRF. Figure 3.16b shows that
with the proposed algorithm, the moving target is focused and relocated on the
highway. Therefore, the effectiveness of the proposed algorithm in real airborne
SAR data is demonstrated.

(a) (b)

Fig. 3.15 Spectrum analysis of moving target in real data. a Doppler spectrum of the data after
range compression. b Azimuth phase angle of the moving target
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3.6 Conclusion

The fast moving target indication and imaging have been discussed in stripmap
SAR. Firstly the echo model of a moving target with fast cross-track velocity has
been established, and the Doppler centroid ambiguity problem has been analyzed. It

(b)

(a)

Fig. 3.16 Imaging results of the data without and with the proposed algorithm. a Stationary image
of the scene without moving target imaging. b Imaging result of the moving target by the proposed
algorithm
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is concluded that the location of azimuth spectra cannot reflect the actual value of
Doppler centroid, while the RWM is not affected by the Doppler centroid
ambiguity.

Based on the echo analysis, a Doppler centroid estimation algorithm based on
curve fitting, a multiple target indication and extraction method, and a fast moving
target imaging algorithm based on Hough transform and third-order PFT have been
proposed.

The Doppler centroid estimation algorithm is a modification of the energy bal-
ancing algorithm. By eliminating the strong targets in the scene, the homogeneity of
the scene is alleviated, and the estimation accuracy is improved.

Consider the multiple target indication with different motion parameters, the
indication algorithm uses two steps to detect the targets and extract their spectra.
The indication and extraction are the foundation of GMTIm, and is highly suitable
for practical applications.

The fast moving target imaging algorithm uses Hough transform to estimate the
slope of the RWM to derive the cross-track velocity and actual Doppler centroid,
and uses the third-order PFT to estimate the azimuth parameters and refocus the
target. The advantages of this algorithm include: first, the Doppler centroid ambi-
guity problem is solved; second, the third-order phase error caused by the fast
cross-track velocity is corrected; third, the targets that not located at the center of
the scene can be accurately relocated by using PFT; fourth, the cross-track accel-
eration can be correctly estimated.

The algorithms proposed in this chapter are effective for both the fast moving
targets and slow moving targets. Both simulations and real data have been used to
demonstrate the effectiveness of these algorithms. However, for the targets with
slow velocities and weak RCS, these algorithms show poor performances due to the
limitations of single-antenna systems.
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Chapter 4
Ground Moving Target Indication
and Imaging in WAS Mode

Abstract This chapter mainly discusses the GMTI and GMTIm algorithms in
WAS mode. The signal mode of moving target is established in WAS mode, and a
new system design scheme is presented to maintain the sharpening ratio constant
without increasing the system and signal processing complexity. Moreover, a
real-time DBS algorithm is proposed based on CZT, and a GMTI and motion
parameter estimation algorithm based on multiple revisits has been presented.
Finally, simulations and real data have been utilized to prove the effectiveness of
these algorithms.

4.1 Introduction

Besides the stripmap SAR mode, scan mode is also a typical working mode of a
SAR system. Different from the fixed antenna LOS in the stripmap SAR mode, the
LOS scans with a rotating speed along the azimuth direction in the scan SAR mode.
Therefore, larger observation areas can be obtained in the scan SAR mode under the
same observation time. Also, the reciprocation of the antenna allows the system to
revisit the same target, and more information of the target can be acquired to the
target indication and imaging. Based on these two advantages, scan SAR mode is
more suitable for moving target processing compared with the stripmap SAR mode,
and it is also called WAS mode.

WAS mode can be classified into phased-array scanning mode and mechanic
scanning mode. In the phase-array scanning mode, the LOS is controlled by altering
the phase of the transmitted signal in each channel, and multi-channel signal receive
can be realized [1]. However, the phase-array antenna is relatively expensive, and
the signal processing burden is very heavy. The mechanic scanning mode achieves
azimuth scanning by mechanic rotation of the single antenna. The antenna control
accuracy of the mechanic scanning mode is worse than the phased array scanning
mode, but it has a simpler system structure, and can be achieved using the same
stripmap SAR system. Therefore, this chapter mainly focused on the mechanic
scanning mode.

© Springer Nature Singapore Pte Ltd. 2017
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In the mechanic scanning mode, the traditional RD and CS algorithms of the
stripmap SARmode cannot be used to acquire a focused SAR image. DBS algorithm
is used to improve the azimuth resolution. This chapter firstly analyzed the geometry
and signal model in the mechanic scanning mode, and the principle and processing
steps of the DBS algorithm are introduced. To maintain the sharpening ratio con-
stant, a system design scheme suitable for the airborne SAR mechanic scanning
mode is presented, and a real-time DBS imaging algorithm based on CZT is pro-
posed. Since the GMTI processing in the mechanic scanning mode is operated in the
imagery domain, the qualities of the images are highly important for the indication.

In the phased-array scanning mode, the indication and parameter estimation of a
moving target is achieved by using multi-channel GMTI algorithms, such as
DPCA. However, these algorithms are not suitable for the mechanic scanning mode
since only single-channel images can be obtained. To solve this problem, a GMTI
and parameter estimation algorithm based on multiple revisits is proposed in this
chapter. The indication of the moving targets in each image is achieved by the
Spectrum filtering algorithm, and the motion parameters are estimated by using the
location changes of the targets between each image. Real SAR data is used to prove
the effectiveness of this algorithm.

This chapter is organized as follows. In Sect. 4.2, the signal model and the
system design scheme are discussed. Section 4.3 introduces the proposed algorithm
based on CZT. In Sect. 4.4, the GMTI and parameter estimation algorithm based on
multiple revisits is presented. Finally, conclusive remarks are provided in Sect. 4.5.

4.2 Key Technique in Airborne SAR Mechanic Scanning
Mode

4.2.1 Mechanic Scanning Mode and the Principle of DBS

In the mechanic scanning mode, in the existence of the antenna scanning, a target in
the observation area has a shorter observation time compared with the stripmap
SAR mode. Therefore, the resolution of the mechanic scanning mode is lower than
that of the stripmap SAR mode, and the imaging geometry is different [2].

The geometry of mechanic scanning system is illustrated in Fig. 4.1. The aircraft
flies at velocity Va along axis x. The angle between beam center and axis y is θ. The
3-dB azimuth beam-width is denoted as Dh. The antenna is scanning along azimuth
direction at constant speed ĥ. The nearest slant range from O to the ground is R0,
and the instantaneous slant range from O to B is denoted as R tað Þ.

The Doppler centroid along the LOS can be expressed as

fdcðhÞ ¼ 2Va sin h
k

ð4:2:1Þ
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The Doppler bandwidth DfdðhÞ can be expressed as

DfdðhÞ ¼ fdc hþ Dh
2

� �
� fdc h� Dh

2

� �
¼ 2Va cos h

k
Dh ð4:2:2Þ

According to Eq. 4.2.2, the Doppler bandwidth is linearly correlated to the
beam-width. The principle of DBS technique is: since targets from different azimuth
cells have different Doppler frequency, the division of azimuth spectrum can be
regarded as the division of azimuth beam. Therefore, the azimuth angle resolution
can be improved by operating narrowband filtering of azimuth frequency band. In
practice, narrowband filter can be achieved by Fourier transform.

An important parameter in DBS imaging is Sharpening ratio. Sharpening ratio
N represents the ratio of bandwidth to sub-bandwidth, which determines the azi-
muth resolution. Sharpening ratio N can be defined as

N ¼ Dfd
dfd

¼ Dh
dh

ð4:2:3Þ

where dfd and dh denote Doppler resolution and beam resolution, respectively. dfd
can be defined as

dfd ¼ 1
Ta

¼ M
PRF

ð4:2:4Þ

where Ta is azimuth synthetic time, M is the number of coherent pulses [3].
Substituting Eq. 4.2.2 and Eq. 4.2.4 into Eq. 4.2.3, it yields
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a aV tFig. 4.1 Geometry of a
mechanic scanning system
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N ¼ 2Va cos h � Dh �M
k � PRF ð4:2:5Þ

In practice, the narrowband filter of a traditional DBS algorithm can be achieved
by Fourier transform. Therefore, the DBS algorithm is highly simple and suited for
real-time processing. The processing steps of the traditional DBS algorithm are
illustrated in Fig. 4.2. After imaging each frame by DBS, operations such as
non-coherent integration, coordinate transformation, and image stitching are also
required [4]. However, these steps are not relevant to the imaging quality of each
frame, so these are not discussed in this chapter.

In Fig. 4.1, R tað Þ can be expressed as

R tað Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þ Vatað Þ2 � 2R0Vata sin h

q
ð4:2:6Þ

After Taylor expansion, R tað Þ can be approximated as

R tað Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þ Vatað Þ2�2R0Vata sin h

q
� R0 � Vata sin hþU t2a

� � ð4:2:7Þ

where U t2a
� �

is the quadratic azimuth phase and can be neglected in mechanic
scanning system.

The echo of a point target in mechanic scanning system can be expressed as

s0 ta; trð Þ ¼ P0 exp �j4p
R tað Þ
k

� �
exp jpKr tr � 2R tað Þ

c

� �2
 !

ð4:2:8Þ

where P0 represents backscattering coefficient, λ denotes wavelength, Kr stands for
frequency modulation rate, c is light speed, ta and tr denote azimuth and range time,
respectively.

Substitute Eq. 4.2.7 into Eq. 4.2.8, and transform Eq. 4.2.8 into range-frequency
domain, then it can be rewritten as

s0 ta; frð Þ ¼P0 exp j
p
Kr

f 2r

� �
exp j

4pKr

c2
R2
0 þV2

a t
2
a þ 2R0Vata

� �� �
� exp �j

4p
c

fr þ fcð ÞR0

� �
exp j

4p
c

fr þ fcð ÞVa sin hta

� �
ð4:2:9Þ

The last term of Eq. 4.2.9 is the RCM, and must be corrected during DBS
imaging.

Echo signal Range FFT
Range

Compression
Azimuth FFT DBS ImageRange IFFT

Fig. 4.2 Flowchart of the traditional DBS algorithm
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4.2.2 System Design Scheme of the Airborne Mechanic
Scanning SAR

An important issue of the mechanic scanning mode is to maintaining N constant.
Equation 4.2.5 is the expression of N. In an airborne SAR system, Va; Dh and λ are
constant values. If M

PRF is also constant, it can be noted that the sharpening ratio
changes with the value of θ. And it is not acceptable since the resolution of one
image differs at different scanning angles.

There are mainly two methods to solve this problem. First, set the pulse inte-
gration amount M constant, and let the PRF changes with the scanning angle [5];
second, set the PRF constant, and M changes with the scanning angle [6]. The first
method increases the complexity of the radar system, while the second method
increases the signal processing burden by using DFT. Algorithms are also proposed
to adjust the sharpening ratio with both PRF and M constant, such as pre-filtering
algorithm [7] and frequency-domain interpolation algorithm [8]. However, both
algorithms increase the complexity of the DBS algorithm.

The mechanic scanning mode is originally applied on the fire-control radar, of
which the typical antenna scanning range is 30°–75°. Under this range, the value of
cos h varies from 0.259 to 0.866. In this condition, the sharpening ratio is signifi-
cantly changed.

In the application of the mechanic scanning mode into airborne SAR, we wish to
maintain the sharpening rate constant without increasing the complexity of both the
system structure and the signal processing by the optimizing the system design.

According to article [2, 9], a new system design scheme is presented. In this
scheme, the scanning range is −18° to 18°. In this condition, the value of cos h
varies from 0.951 to 1. Since that DBS is not a high resolution imaging algorithm,
the sharpening ratio under this scheme can be viewed as constant. The system
parameters are illustrated in Table 4.1.

According to the parameters in Table 4.1, the radar works at Ku-band, and the
central range is 15,455 m. As to a target in the observation area, the echo pulse
amount is Nt ¼ Dh

ĥ
PRF ¼ 388:8 � 389. Consider the impact of coherent sparkle

noise, the target is not integrated during the full synthetic aperture in general cases.
In the coherent pulse amount is small, a target can be indicated in multiple coherent

Table 4.1 System parameters of airborne SAR mechanic scanning mode

System parameters Value System parameters Value

PRF 2000 Hz Platform height 4000 m

Downwards angle 15° Platform velocity 110 m/s

Scanning range −18°–18° Wavelength 0.0195 m

Beam-width 3.5° Time-width 40 us

Scanning speed 18°/s Range sampling rate 100 MHz
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pulse interval (CPI), which not only increases the indication possibility but also
eliminates the coherent sparkle noise. Since the coherent integration processing is
operated by FFT, set Nt ¼ 384, then can be valued as 128.

As to different scanning angle, the Doppler bandwidth is 632.4–664.95 Hz.
Substitute the values of Dfd and M into Eq. 4.2.5, the value range of the sharpening
ratio is 40.47–42.56 and the azimuth resolution varies from 22.183 to 23.382 m.
Therefore, it is proved that the sharpening ratio is almost constant.

4.3 Real-Time DBS Algorithm Based on CZT

4.3.1 The Modification of Traditional DBS Algorithm

According to Sect. 4.2.1, the image proceeded by DBS algorithm is a false image in
the azimuth frequency domain. Therefore, in the WAS mode, the GMTI is operated
in the image domain, and DBS algorithm is highly important in the GMTI
performance.

In conventional DBS imaging algorithms, RCM is neglected to simplify imaging
process since azimuth synthetic time within each azimuth processing window is so
short that RCM is negligible. As the increasing demand of azimuth resolution,
RCM correction process is induced into DBS algorithm. In these modified algo-
rithms [10], Doppler centroid is estimated in each azimuth processing window.
However, Doppler centroid estimation algorithms, such as energy balancing
method and entropy minimization method, induce complicate operations, such as
data transpose, correlation and iteration, which make DBS imaging not applicable
to real-time processing. In addition, if Doppler centroid is not correctly estimated,
RCM cannot be perfectly corrected.

Besides the modification of the introduction of RCMC, article [11] also pro-
posed to dechirp the azimuth signal so as to increase the azimuth resolution.
However, according to our analysis and simulation, the azimuth second-order phase
error is negligible, and the deramping operation is contrary to the efficiency of the
DBS algorithm.

4.3.2 Principle of the Proposed Algorithm

In this section, the principle and processing steps of the proposed algorithm are
introduced. The aim of the implementation of CZT is to avoid the use of Doppler
centroid estimation algorithms. Thus, the processing of DBS algorithm is simpli-
fied, and Doppler centroid estimation error is circumvented.
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Transform Eq. 4.2.9 into the range-frequency domain, it yields

sr ta; frð Þ ¼ P0 exp �j
4p
k
R0

� �
exp jp

f 2r
Kr

� �
exp �j

4pR0

c
fr

� �
exp j

4p
c
Va sin h fc þ frð Þta

� �
ð4:3:1Þ

where fr denotes range frequency. In Eq. 4.3.1, the last exponential term is the
RCM in range-frequency domain. It can be noted that the RCM is the correlation of
range frequency and azimuth time.

Perform transform of ta as

ta ¼ fc
fc þ fr

sa ð4:3:2Þ

According to Sect. 2.5, Eq. 4.3.2 is the definition formula of Keystone trans-
form. Keystone transform is capable of adjust the RCM without the estimation of
Doppler centroid, which circumstances the Doppler centroid estimation processing
steps and the impact of the Doppler centroid estimation error.

However, Keystone transform also faces the problems of Doppler centroid
aliasing and interpolation. The Doppler centroid aliasing does not happen if

Kv ¼ PRF
Va

[
2 sin h
k

ð4:3:3Þ

where Kv represents the PRF-to-velocity ratio. According to the parameters in
Table 4.1, Kv can be calculated as 31.69. In a typical airborne SAR, the value of Kv

is larger than 32, therefore the Doppler centroid aliasing can be circumstanced.
The interpolation is also an important problem of Keystone transform. The

interpolation is not suited for real-time processing, thus it is not suited for the DBS
modification. Therefore, a novel DBS algorithm based on CZT is proposed in this
chapter [12]. The proposed algorithm can be operated by using complex multi-
plication and FFT, which is highly suitable for real-time processing.

CZT is an extensive z-transform which non-uniformly samples along a spiral
[13]. The CZT of signal xðnÞ can be defined as

XðzÞ ¼
XN�1

n¼0

xðnÞz�n ð4:3:4Þ

where z ¼ e�j2pN , and it denotes the N uniformly sampling on the unit circle. The
definition of CZT is

zk ¼ AW�k; k ¼ 0; . . .;M � 1 ð4:3:5Þ
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where A0 is the vector radius length of starting sampling point, h0 is the phase of
starting sampling point, W0 is the extensional ratio of spiral, u0 represents the angle
difference between adjacent sampling points, and M is the complex spectrum
samples.

Substitute Eq. 4.3.5 into Eq. 4.3.4, it yields

X zkð Þ ¼
XN�1

n¼0

xðnÞ AW�k
� ��n ð4:3:6Þ

According to the Bluestein equation, Eq. 4.3.6 can be derived as

X zkð Þ ¼ W
k2
2

XN�1

n¼0

xðnÞA�nW
n2
2 W�ðk�nÞ2

2 ¼ W
k2
2

XN�1

n¼0

gðnÞhðk � nÞ ¼ W
k2
2 gðkÞ � hðkÞ

ð4:3:7Þ

where gðnÞ ¼ xðnÞA�nW
n2
2 , hðnÞ ¼ W�n2

2 . Perform range compression in the range
frequency domain, and set the signal as src ta; frð Þ. Perform CZT to the azimuth
signal in the range-frequency azimuth-time domain, the RCMC can be achieved.
Set the signal after CZT as src sa; frð Þ, the processing steps of the CZT is shown in
Fig. 4.3.

RCMC can be realized by CZT rapidly by setting up parameters of CZT as

M ¼ N;A0 ¼ W0 ¼ 1; h0 ¼ 0;u0 ¼
fc þ fr
fc

2p
M

ð4:3:8Þ

Therefore, the proposed algorithm requires simple processing steps, and can be
operated by FFT and complex multiplication. Processing steps of CZT is split and
combined together with the DBS algorithm, which makes it very suitable for
real-time project.

Simulations are performed to prove that RCM can be completely corrected by
the proposed algorithm. Simulation parameters are listed in Table 4.1. Nine point
targets are simulated, and conventional DBS algorithm [5] is performed as a
comparison.
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Fig. 4.3 Flowchart of RCMC based on CZT
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Figure 4.4a, b show the simulation results of nine point targets imaging of
conventional and proposed algorithms. The squint angle in the simulation is 18°.
Targets in Fig. 4.4a are smeared in azimuth since RCM is not corrected. According
to Fig. 4.4b, RCM are completely corrected by the proposed algorithm, and the
imaging resolution is significantly improved. Figure 4.4c, d further illustrate the
compression performances of both algorithms. Thus, the imaging performance of
the proposed algorithm is proved.

4.4 GMTI and Parameter Estimation Algorithm Based
on Multiple Revisits

The along-track velocity of a moving target mainly causes the azimuth second-order
phase error, and the impact can be neglected in DBS imaging. Therefore, the
cross-track velocity is analyzed in the GMTI of mechanic scanning mode. The
geometry of a moving target in mechanic scanning mode is shown in Fig. 4.5.

(a) (b)

(c) (d)

Fig. 4.4 Comparison results of simulations. a Conventional algorithm simulation. b Proposed
algorithm simulation. c Range slice of both algorithms. d Azimuth slice of both algorithms
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In Fig. 4.5, the cross-track velocity of moving target P is Vr. After azimuth time
ta, the platform flies from O to O1, while the target moves to P1. The instantaneous
slant range R tað Þ can be expressed as

R tað Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0 cos hþVrtað Þ2 þ R0 sin h� Vatað Þ2

q
ð4:4:1Þ

After Taylor expansion, R tað Þ can be approximated as

R tað Þ � R0 � Vata sin hþVrta cos h ð4:4:2Þ

Substitute Eq. 4.4.2 into Eq. 4.2.8, the Doppler centroid of a moving target can
be expressed as

fdcðhÞ ¼ 2Va sin h
k

� 2Vr cos h
k

ð4:4:3Þ

Compared with Eq. 4.2.1, in the existence of Vr, the Doppler centroid of a
moving target is shifted from that of a stationary target. The shift will result in the
dis-location of a moving target in the azimuth direction in the DBS image.
Therefore, the moving target can be indicated by using the Doppler filtering
algorithm. The specific processing steps are as follows.

Step 1: Perform DBS imaging of the raw data to obtain the false image;

Step 2: Estimate the Doppler centroid of the clutter in the azimuth-frequency
domain, and derive the LOS of the antenna;

Step 3: Eliminate the spectrum of the clutter by using the band-pass filter;

Step 4: Perform CFAR detection of the image to detect the moving targets.
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Fig. 4.5 Geometry of a
moving target in the mechanic
scanning mode
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The four steps above are used in the images of each frame. In order to increase
the possibility of detection and decrease the false alarm rate, detection results from
each frame can be correlated to further judge the existence of the moving targets.

After the indication of the moving targets, the motion parameters are estimated
by using the multiple revisits. The specific processing steps are as follows.

Step 1: Perform GMTI of each DBS image to locate each moving target;

Step 2: Read the scanning angle from the subsidiary data to obtain two DBS images
of neighboring visit;

Step 3: Perform image registration of the two images. There are mainly two
methods: first, operate cross-correlation of the two images to search for the peak;
second, use the feature point match method;

Step 4: Calculate the location change DNr of the target in two images. Suppose the
range sampling interval is qr, the time interval of the imaging of the two images is
Dt, the cross-track velocity can be estimated as

V̂r ¼ DNrqr
Dt

ð4:4:4Þ

Step 5: By using the estimated V̂r, the Doppler centroid shift Dfdc can be calculated
according to Eq. 4.4.3. Suppose coherent pulses is M, the azimuth dis-location DNa

can be calculated as

DNa ¼ DfdcM
PRF

ð4:4:5Þ

Step 6: Re-locate the target into its actual location. If there are multiple targets,
repeat these steps.

4.5 Conclusion

The WAS GMTI mode has the advantages of wide-swath, real-time processing, and
multiple revisits. Therefore, it is an effective mode to indicate the ground moving
targets in the SAR system. The advantages of mechanic scanning mode include
simple system structure, low cost and single channel. The main topic of this chapter
is focused on the mechanic scanning mode.

First of all, the working scheme of the mechanic scanning mode and the prin-
ciple of the DBS imaging algorithm have been introduced. To obtain the constant
sharpening ratio, a new system design scheme has been presented, which does not
increase the complexities of the system and the signal processing.

Secondly, a novel real-time DBS algorithm based on CZT has been proposed.
The proposed algorithm has two advantages: (1) it simplify the modified DBS
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processing by circumventing Doppler centroid estimation, which makes it appli-
cable to real-time project; (2) resolution loss caused by Doppler centroid estimation
error is avoided.

At last, based on real SAR data of WAS GMTI mode, a GMTI and parameter
estimation algorithm has been presented based on multiple revisits. By using the
multiple revisits of the same observation area, the location of the moving target is
different in each image, and the motion parameters can be estimated from the
location changes. However, this algorithm still faces the shortcomings that it is not
suited for real-time processing.
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Chapter 5
GMTI and GMTIm in FMCW SAR

Abstract This chapter mainly discusses the GMTI and GMTIm algorithms in
FMCW SAR. The nonlinearity correction and GMTI algorithms in FMCW SAR
are studied. Then, the differences between a FMCW SAR and a pulse SAR are
analyzed, and additional phase error of FMCW SAR is calculated. Furthermore, a
nonlinearity correction algorithm based on Homomorphic Deconvolution is pro-
posed, and an along-track moving target indication algorithm is presented. By using
the additional phase error, the GMTI performance of FMCW SAR is improved.

5.1 Introduction

Miniaturization is a developing tendency of the SAR system. A novel FMCW SAR
system with small size, light weight, low power-cost, and high range resolution is
developed by applying FMCW technology into SAR system [1]. Since the concept
of FMCW SAR was proposed by London University in 1988, U.K. [2], Japan,
Netherlands, U.S., German and China have all devoted to this domain. The FMCW
SAR system from TUDelft University [3], MiSAR from German, MicroSAR and
NanoSAR from the U.S. are all practical FMCW SAR systems. The advantages of
FMCW SAR make it highly suitable for small platforms, such as a UAV, and make
it useful in short-range military surveillance and target indication. The low-cost
character also promises it a broad application prospect in civil area. Therefore,
FMCW SAR is a hotspot in SAR system research.

In FMCW SAR systems, the radar transmits chirp signals during the entire PRI,
and the deramping operation is used in the received signal to reduce the burden of
A/D [4]. However, the unique transmit and receive operations make the signal
model of FMCW SAR different from that of a pulse SAR. The stop-and-go
approximation is not valid in FMCW SAR, and the RVP is induced by the der-
amping operation [5].

In practical applications, the continuous transmit and receive also induced the
crosstalk of the transmitted and received signals. This problem is also solved by
separated transmitter and receiver, thus is not discussed in this chapter [6]. The
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large time-bandwidth product signal of FMCW SAR cannot maintain strictly linear,
the existence of nonlinearity in transmitted signal severely limits the performance of
FMCW SAR imaging. After deramping operation, the transmitted nonlinearity is
overlapped with the received nonlinearity in beat signal, making the nonlinearity
problem more complicated, especially for large distance [7]. Therefore, nonlinearity
must be corrected either in signal production stage or during imaging process.

The small size and light weight characters make FMCW SAR high suitable for
military applications, such as missile-borne seeker. Therefore, the research on the
GMTI and GMTIm algorithms in FMCW SAR are important. The principle of
FMCW SAR makes its signal echo different from that of a pulse SAR. This chapter
establishes the echo model of a moving target in FMCW SAR, and analyzes the echo
phase errors in detail. These phase errors are compensated in traditional FMCW SAR
GMTI and GMTIm algorithms as interference, while a novel algorithm is proposed to
indicate along-track moving targets based on the additional phase error.

This chapter mainly focuses on the nonlinearity correction, GMTI and GMTIm
of FMCW SAR. Section 5.2 analyzes the echo model of FMCW SAR. In Sect. 5.3,
the nonlinearity problem is analyzed, and a correction algorithm based on homo-
morphic deconvolution is proposed. An along-track moving target indication
algorithm is presented in Sect. 5.4. In Sect. 5.5, we address the conclusion.

5.2 Principle of FMCW SAR and Signal Model

5.2.1 Principle of FMCW SAR

The range resolution of SAR is determined by the bandwidth of the transmitted
signal. FMCW is an applicable technique to improve the range resolution of SAR
without a high frequency modulation rate. In FMCW SAR systems, the radar
transmits chirp signals during the entire PRI. In pulse SAR systems, the pulse
duration is on the order of a few microseconds, whereas the pulse duration is on the
order of milliseconds in FMCW SAR systems. Therefore, with the long pulse
duration, the bandwidth of the transmitted signal in FMCW SAR systems is
increased, and the range resolution is improved, as shown in Fig. 5.1.

PRI

rT

PRI

rT
(a) (b)

Fig. 5.1 Comparison of signals in pulse SAR and FMCW SAR. a Transmitted signal in pulse
SAR. b Transmitted signal in FMCW SAR
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In pulse SAR systems, the stop-and-go approximation is commonly used, and
the instantaneous slant range from the antenna to the target is assumed constant
during the pulse duration. In the case of FMCW SAR, however, this approximation
is inaccurate due to the long pulse duration.

Moreover, given that the transmitted bandwidth is large in FMCW SAR systems,
the deramping operation is used to reduce the range sampling rate. The deramping
operation is shown in Fig. 5.2. In Fig. 5.2, the transmitted signal is represented by
the black line, and the received signals from near range and far range are repre-
sented by red and blue lines, respectively. The reference signal is represented by the
green line. The RVP is induced by the deramping operation, which needs to be
corrected during the imaging process [8].

It can also be noted from Fig. 5.2 that after the deramping operation, the der-
amped signals are monochromatic signals. Set the near range signal as an example,
the deramped frequency fnear can be expressed as

fnear ¼ Br

PRI

2 Rnear � Rref
� �

c
ð5:2:1Þ
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Fig. 5.2 Principle of the deramping operation in FMCW SAR
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where Rnear is the near range, and Br is the bandwidth of the transmitted signal. The
second-order phase error of the beat signal is compensated, and the range com-
pression of FMCW SAR can be accomplished by range FFT [9].

5.2.2 Signal Model and Analysis

The geometry of stationary targets in FMCW SAR is the same as a pulse SAR, so the
geometry is the same as Fig. 2.1. However, as analyzed in Sect. 5.2.1, the stop-and-go
approximation is not valid in FMCW SAR, so the instantaneous slant range between
stationary target P and the platform at azimuth time ta can be expressed as

R ta; trð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þV2

a ta þ trð Þ2
q

ð5:2:2Þ

It can be noted that the instantaneous slant range is relative to the range time.
After Taylor series expansion, Eq. (5.2.2) can be approximated as

R ta; trð Þ � R0 þ V2
a

2R0
t2a þ

V2
a

RA
tatr ð5:2:3Þ

where RA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þV2

a t
2
a

p
, and is approximated as RA � R0. Compare Eq. 5.2.3 with

Eq. 2.2.2, a range-azimuth coupling term is added in FMCW SAR. Since the
azimuth information is hidden in the slant range, the echo phase of FMCW SAR is
different from that of pulse SAR.

Neglect the impacts of signal amplitude and window function, the transmitted
signal of FMCW SAR can be expressed as

st trð Þ ¼ exp j2p f0tr þ 1
2
Krt

2
r

� �� �
ð5:2:4Þ

And the received signal can be expressed as a copy of the transmitted signal with
a time-delay:

sr ta; trð Þ ¼ exp j2p f0 tr � 2R ta; trð Þ
c

� �
þ 1

2
Kr tr � 2R ta; trð Þ

c

� �2
 ! !

ð5:2:5Þ

Before the received signal is sampled by A/D, the received signal must be
deramped by the reference signal. The reference signal is the echo from a known
range Rref , which is represented as

sref trð Þ ¼ exp j2p f0 tr � 2Rref

c

� �
þ 1

2
Kr tr � 2Rref

c

� �2
 ! !

ð5:2:6Þ
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Send Eqs. 5.2.5 and 5.2.6 into a conjugate multiplier, set Rref ¼ 0, and the beat
signal can be presented as

sif ta; trð Þ ¼ exp j
4p
k
R ta; trð Þ

� �
exp j

4pKr

c
R ta; trð Þtr

� �
exp �j

4pKr

c
R ta; trð Þ2

� �
ð5:2:7Þ

The last term in Eq. 5.2.7 is the RVP term, and must be corrected in the imaging
process. After the RVP correction, substitute Eq. 5.2.3 into Eq. 5.2.7 and neglect
the higher terms of tr, it yields

sif ta; trð Þ ¼ exp j
4p
k
R0

� �
exp j

4pKr

c
R0tr

� �
exp j

2pV2
a

kR0
t2a

� �
exp j

2pKrV2
a

cR0
t2atr

� �
exp j

4p
k
V2
a

RA
tatr

� � ð5:2:8Þ

The first term of Eq. 5.2.8 is a constant term. The second term is the first-order
term of range time, which indicates that the range compression can be accomplished
by FFT. The third and fourth terms are the azimuth phase and the range curvature.
These four terms are all caused by the movement of the radar platform, which are
the same as pulse SAR.

The last term of Eq. 5.2.8 is the RWM induced by the movement of the radar
platform within a PRI. This term is caused by the invalidation of the stop-and-go
approximation, and is ignored in the pulse SAR. Therefore, the imaging algorithms
in pulse SAR is not valid in FMCW SAR anymore, and the additional range walk
must be corrected.

5.3 Nonlinearity Correction of FMCW SAR

The continuous transmit and receive signals during the entire PRI of FMCW SAR
induces the problem that the phase linearity cannot be maintained. The nonlinearity
of the transmitted signal will severely affect the performance of the range com-
pression, and furthermore deteriorate the image resolution.

The nonlinearity correction is the prior issue in FMCW SAR signal processing,
since the range compression is the foundation of the following signal processing.
Both hardware and software solutions have been proposed to solve this problem.
Hardware approaches are proposed to eliminate nonlinearity in signal generating
stage, such as using pre-distortion techniques to compensate for nonlinearity in
VCOs response characteristics, using a tuning voltage converter to correct varactor
tuning curves, direct digital synthesizer [10–12], and other compensation circuits.
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However, these techniques are either expensive or increasing the complexity of the
system. Moreover, the performances of hardware approaches suffer from external
conditions. Software approaches can be implemented without restrictions of hard-
ware methods. Jiang et al. [13] suggested an adaptive sampling method to correct
nonlinearity in FMCW radar. Kulpa et al. [14] presented a nonlinearity estimation
algorithm with curve fitting. Nevertheless, both algorithms are based on specific
approximated nonlinearity models, which limit their generalities in practical
FMCW SAR applications. Meta et al. [15] proposed a transmitted nonlinearity
estimation algorithm regarding the nonlinearity in beat signal as the derivative of
transmitted nonlinearity. By performing integral operation on beat signal with
known propagation delay, the transmitted nonlinearity can be estimated. However,
this algorithm is inherently biased since the derivative approximation is used, and
its performance degrades rapidly as time delay increases.

In this section, the nonlinearity problem is analyzed by signal modeling, and the
existing method is introduced, and its limitations are discussed. Moreover, the
proposed algorithm based on homomorphic deconvolution and the correction
strategy are presented, and simulation results are shown to demonstrate the validity
of the proposed algorithm.

5.3.1 Analysis of the Nonlinearity Problem

The ideal transmitted signal, received signal and beat signal without nonlinear
phase error can be expressed respectively as

st lin trð Þ ¼ exp j2p f0tr þ 1
2
Krt

2
r

� �� �
ð5:3:1Þ

sr lin tr; sð Þ ¼ exp j2p f0 tr � sð Þþ 1
2
Kr tr � sð Þ2

� �� �
ð5:3:2Þ

sif lin tr; sð Þ ¼ exp j2p f0sþKrtrs� 1
2
Krs

2
� �� �

ð5:3:3Þ

where s is the time delay. As shown in Eq. 5.3.3, the signal after the deramping
operation is a signal-frequency signal of tr, and the last term is the RVP term.

If the nonlinear phase error exists in the system, the transmitted signal is added
with a nonlinear phase error. Suppose the nonlinearity error is eðtÞ, the transmitted
signal with nonlinear phase error can be expressed as

st trð Þ ¼ exp j2p f0tr þ 1
2
Krt

2
r þ e trð Þ

� �� �
¼ st lin trð Þse trð Þ ð5:3:4Þ
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The received signal can be expressed as

sr tr; sð Þ ¼ exp j2p f0 tr � sð Þþ 1
2
Kr tr � sð Þ2 þ e tr � sð Þ

� �� �
¼ sr lin tr; sð Þse tr � sð Þ ð5:3:5Þ

And the beat signal can be expressed as

sif tr; sð Þ ¼ exp j2p f0sþKrtrsþ 1
2
Krs

2 þ e trð Þ � e tr � sð Þ
� �� �

¼ sif lin tr; sð Þse trð Þs�e tr � sð Þ ð5:3:6Þ

It can be noted that the transmitted and received nonlinearities are overlapped in
beat signal, and the nonlinearity term in Eq. 5.3.6 differs as time delay changes. If
the time delay is small, most of the nonlinearities from the transmitted and received
signals are eliminated, while the nonlinear phase error increases with the time delay
in the beat signal.

se trð Þs�e tr � sð Þ ¼ exp j2p e trð Þ � e tr � sð Þð Þð Þ ð5:3:7Þ

The phase in Eq. 5.3.7 can be considered as the difference of the transmitted
nonlinearity and its attenuated copy. Hence, to correct nonlinearity of beat signal,
the transmitted nonlinearity must be estimated first. The estimation precision of
transmitted nonlinearity determines the performance of nonlinearity correction of
FMCW SAR.

5.3.2 Principle of Derivative Algorithm

To obtain seðtÞseðt � sÞ� from the beat signal, a controllable delay line is usually
involved in nonlinearity correction algorithms. The delay line technique provides a
controllable time delay sref of the original signal without changing its amplitude.
Therefore, the nonlinear error phase can be calculated from Eq. 5.3.8 as

DU tr; sref
� � ¼ e trð Þ � e tr � sref

� � ð5:3:8Þ

Meta et al. [15] proposed an estimation algorithm which is genetic to all non-
linearity models. This algorithm regards the difference of e trð Þ in beat signal as the
derivative of e trð Þ in the case that the time delay sref is far smaller than PRI.
Therefore, the nonlinear phase error can be approximated as

DU tr; sref
� � ¼ e trð Þ � e tr � sref

� � � sref e
0 trð Þ ð5:3:9Þ
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Thus, e trð Þ can be estimated as

e trð Þ �
ZPRI
0

DU tr; sref
� �

=sref
� �

dtr ð5:3:10Þ

The algorithm in [15], referred to as derivative algorithm, is an efficient method
with simple processing steps. If sref is far smaller than PRI, it will give an accurate
estimation of transmitted nonlinearity. However, it is inherently a biased algorithm
since it is based on the derivative approximation, which makes it inapplicable in
high resolution imaging. Moreover, estimation performance decreases sharply as
time delay increases.

5.3.3 Nonlinearity Correction Algorithm Based
on Homomorphic Deconvolution

Bogert et al. [16] proposed the concept of homomorphic deconvolution. Its basic
idea is: as to signals with echo interruption, the logarithm of its power spectrum
contains an additive periodic component, which appears a peak at the time delay of
echo signal after IFFT. The original signal can be reverted by eliminating this peak.
The time domain after processing IFFT on the logarithm is defined as Cepstrum
domain. Since time domain and Cepstrum domain are homomorphic about con-
volution and addition, the algorithm to revert a time domain signal by filtering in
Cepstrum domain is defined as homomorphic deconvolution. The concept of
homomorphism is: set A and set B are defined as homomorphic about transforms D
and O, if and only if there exists a surjection from A to B, that for any element
a1; a2 2 A and b1; b2 2 B, if a1 ! b1 and a2 ! b2, then a1Da2 ! b1Ob2 [17].

Similar as multipath interference in communication signal processing, homo-
morphic deconvolution can be used to revert the transmitted nonlinearity in
FMCW SAR. Consider e trð Þ as the original signal, and DU tr; sref

� �
as the inter-

ferential signal, then DU tr; sref
� �

can be regarded as a convolution of e trð Þ and a δ
function series represented by p tr; sref

� �
DU tr; sref
� � ¼ e trð Þ � p tr; sref

� � ð5:3:11Þ

where p tr; sref
� � ¼ d trð Þ � d tr � sref

� �
. Perform FFT on Eq. 5.3.11, the spectrum

of DU tr; sref
� �

can be obtained as

DUðxÞ ¼ eðxÞ � 1� exp �jpsref
� �� � ð5:3:12Þ
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Perform logarithm transform on Eq. 5.3.12, then Eq. 5.3.12 can be rewritten as

lnDUðxÞ ¼ ln eðxÞþ ln 1� exp �jpsref
� �� � ð5:3:13Þ

Expand term ln 1� exp �jpsref
� �� �

in Eq. 5.3.13 into a Taylor series

ln 1� exp �jpsref
� �� � ¼ �

X1
k¼1

exp �jpksref
� �

k
ð5:3:14Þ

Substitute Eq. 5.3.14 into Eq. 5.3.13, and perform IFFT on Eq. 5.3.14, it yields

DÛ tr; sref
� � ¼ ê trð Þ �

X1
k¼1

1
2pk

d tr � ksref
� � ð5:3:15Þ

Equation 5.3.15 is the expression of nonlinear error phase in beat signal in
Cepstrum domain. δ series should be eliminated to get the transmitted nonlinearity
ê trð Þ. Since time delay sref is known, one direct method is to construct a δ series
according to the second term on the right of (5.3.15). Thus, δ series can be elim-
inated by subtracting the constructed δ series function. This method is a direct and
ideal method that has an optimal performance in estimating the transmitted non-
linear error because the energy of ê trð Þ is not changed after the subtraction.

However, the δ series subtraction method can only be used in simulations. δ
function is a pulse signal with infinite amplitude at one frequency spot in analog
system. But in digital system and computer simulation, it is represented by a signal
with amplitude of 1 at one frequency spot. Therefore, there may be differences
between the simulated δ series and δ pulses in real data, and it will induce esti-
mation error when using δ series subtraction method in practical application.

In order to accomplish the same goal of δ series subtraction method, a comb
notch filter is generated in Cepstrum domain to remove δ series. Comb notch filter
is a filter with amplitude of zero at the points of t ¼ ksref and one at other points.
The width of the filter is the same as the signal. Given that the time-width of the
signal is Tr and the length of the signal is Nr, the width corresponding to time delay
sref can be calculated as

Ns ¼ round
sref
Tr

Nr

� �
ð5:3:16Þ

Hence, the number of notches is Nr=Ns � 1. The waveform of a comb notch
filter is shown in Fig. 5.3. After Cepstrum filtering, ê trð Þ can be reverted from the
interferential signal.

In the case that the energy of the phase error concentrates at t ¼ ksref , energy of
the phase error will be filtered out by the comb notch filter as well as δ series at
t ¼ ksref . However, since the width of the notch is only 1–2 spots, the majority of
phase error energy can still be reserved after the filtering. Therefore, comb notch
filter method is also effective in the case that energy of the original phase error
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concentrates at t ¼ ksref . Moreover, comb notch filter is easy to be built comparing
with δ series subtraction method, and it is reliable in practical use since filtering
technique has been widely used in signal processing field. Therefore, comb notch
filter is used in our algorithm to eliminate δ series in Cepstrum domain.

Throughout the whole algorithm, no approximations are used, and no specific
model of e trð Þ is required. Therefore, this algorithm can give a theoretically unbi-
ased estimation of e trð Þ. Moreover, compared with derivative algorithm, the pro-
posed algorithm has no limitation of time delay sref , thus the effectiveness of the
proposed algorithm in practical application is further strengthened. The flowchart of
the proposed algorithm is illustrated in Fig. 5.4.

The nonlinearities in the beat signal vary among each range cell. This will make
the correction process complicated and not applicable to real-time tasks. To address
this problem, a strategy is proposed to eliminate the dependence of nonlinearity on
s using RVP removal. After RVP removal, the beat signal is independent of s, and
the received nonlinearity can be corrected by a unique correction function

se RVP ¼ F�1 F se trð Þf g exp jp
f 2r
Kr

� �	 

� exp jp eRVP trð Þ½ �f g ð5:3:17Þ

where Ff�g and F�1f�g denote FFT and IFFT, respectively.

Fig. 5.3 Waveform of the
comb notch filter

Nonlinearity in beat signal FFT
Logarithm

ln[·]
IFFT

Cepstrum filtering

FFTExponent exp[·]IFFT
Estimation of 

transmittednonlinearity 

Fig. 5.4 Flowchart of the proposed estimation algorithm
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Figure 5.5 shows the signal of each steps of the strategy. Figure 5.5a shows the
beat signal with nonlinear error in time-frequency domain. The larger the time delay
is, the larger the nonlinearity will be. Figure 5.5b shows that after transmitted
nonlinearity correction, there remains received nonlinearity that dependent on time
delay. Figure 5.5c shows that using RVP removal, the delay-dependence of beat
signal is eliminated. After received nonlinearity correction, the ideal time-frequency
characters of beat signal are shown in Fig. 5.5d. Beat signal is reverted to a
monochromatic signal after the strategy.

Figure 5.6 illustrates the flowchart of FMCW SAR nonlinearity correction
strategy combining with homomorphic deconvolution.

To give a full-scale simulation of the proposed algorithm, quadratic, cubic, and
sinusoid nonlinearity errors are simulated in this section. In addition, algorithm
proposed in [15] is also operated as a comparison.

Figure 5.7a, c, e show the performances of the proposed and derivative algo-
rithms with quadratic, cubic, and sinusoid nonlinear errors, respectively. For each
nonlinearity model, the proposed algorithm provides more accurate nonlinearity
estimations than the derivative algorithm. Moreover, derivative algorithm intro-
duces erroneous estimations at the beginning of the signal, which should be

Fig. 5.5 FMCW SAR nonlinearity correction strategy. a Beat signal with nonlinear error. b After
transmitted nonlinearity correction. c After RVP removal. d After received nonlinearity correction
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Process Start
Access known beat 

signal with delay line
Pick-up frequency 

nonlinear error 

Estimate transmit nonlinear 
error with homomorphic 
deconvolution algorithm

Correct transmit nonlinear 
error of beat signal 

RVP correction
Correct receive nonlinear 

error uniformly
Process End

Fig. 5.6 Flowchart of FMCW SAR nonlinearity correction with proposed algorithm

Fig. 5.7 Comparison of the estimation accuracy of both algorithms. a Quadratic nonlinearity
simulation. b Estimation error of quadratic errors. c Cubic nonlinearity simulation. d Estimation
error of cubic errors. e Sinusoid nonlinearity simulation. f Estimation error of sinusoid errors
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abandoned. To make a more clear comparison of both algorithms, the estimation
errors of each model are shown in Fig. 5.7b, d, f. In addition, in Fig. 5.7e, f, a
sinusoidal phase error with oscillation frequency sref is simulated. The energy of the
phase error is concentrated at frequency spots t ¼ ksref in this simulation. It can be
concluded from the results that the proposed algorithm still has a convincing per-
formance in this case.

Figure 5.8a shows the result of range compression of FMCW SAR with quad-
ratic nonlinearity. Quadratic nonlinearity causes main lobe broadening, and the
imaging quality of derivative algorithm is worse than that of the proposed algo-
rithm. Figure 5.8b shows the imaging result comparison with cubic nonlinearity.
Since nonlinearity is not completely removed by derivative algorithm, its side-lobes
are raised and appear to be unsymmetrical. Figure 5.8c illustrates the comparison
results with sinusoid nonlinearity, in which the proposed algorithm also provides a
better resolution. Since azimuth resolution is not affected by nonlinearity problem,
simulation in Fig. 5.8 is adequate to prove the imaging resolution improvement of
the proposed algorithm.

Another simulation is used to verify the robustness of the proposed algorithm.
Quadratic nonlinearity model is used to represent all models since the generality

Fig. 5.8 Comparison of the imaging qualities of both algorithms. a Quadratic nonlinearity
simulation. b Cubic nonlinearity simulation. c Sinusoid nonlinearity simulation
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character has been demonstrated. Set PRI as 10 μs, and sref gets the values of 0.2,
0.5 and 2 μs. Figure 5.9a shows that when sref ¼ 0:2 μs, the proposed and
derivative algorithm both provide accurate estimations of the nonlinearity error.
When sref ¼ 0:5 μs, the derivative algorithm induces an considerable estimation
error in Fig. 5.9b. In Fig. 5.9c, since sref ¼ 2 μs, the estimation of derivative
algorithm obviously departs from the actual value. However, the proposed algo-
rithm performs a robust estimation with high accuracy in all three simulations.
Therefore, the robustness of the proposed algorithm is proved.

5.4 Along-Track Moving Target Indication and Imaging
in FMCW SAR

5.4.1 Signal Model of Moving Targets in FMCW SAR

The geometry of a moving target in FMCW SAR is the same as that in a pulse SAR
system, as shown in Figs. 2.2 and 2.3. To briefly compare the additional phase error

Fig. 5.9 Comparison of estimation accuracies with different delay. a Comparison results with
delay of 0.2 μs. b Comparison results with delay of 0.5 μs. c Comparison results with delay of 2 μs

84 5 GMTI and GMTIm in FMCW SAR

http://dx.doi.org/10.1007/978-981-10-3075-8_2
http://dx.doi.org/10.1007/978-981-10-3075-8_2


of FMCW SAR, the accelerations are neglected, and the instantaneous slant range
of a moving target in FMCW SAR can be expressed as

R ta; trð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0 � Vr ta þ trð Þ½ �2 þ Va � Vy

� �2
ta þ trð Þ2

q
ð5:4:1Þ

Perform Taylor expansion of Eq. 5.4.1, it can be approximated as

R ta; trð Þ � R0 � Vrta þ
Va � Vy
� �2

2R0
t2a þ

V2
r þ Va � Vy

� �2
RA

tatr � R0

RA
Vrtr ð5:4:2Þ

where RA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0 � Vrtað Þ2 þ Va � Vy

� �2
t2a

q
. Compare Eq. 5.4.2 with Eq. 2.3.4,

two additional phase terms exists in Eq. 5.4.2. Substitute Eq. 5.4.2 into Eq. 5.2.7
and perform RVP correction, it yields

sif ta; trð Þ ¼ exp j
4p
k
R0

� �
exp j

4pKr

c
R0tr

� �
exp �j

4p
k
Vrta

� �
� exp j

2p Va � Vy
� �2
kR0

t2a

 !
exp �j

4p
k
R0

RA
Vrtr

� �
exp j

4p
k

V2
r þ Va � Vy

� �2
RA

tatr

 !

� exp �j
4pKr

c
Vrtatr

� �
exp j

2pKr Va � Vy
� �2
cR0

t2atr

 !
ð5:4:3Þ

The fifth term in Eq. 5.4.3 is the range location shift induced by cross-track
velocity. A moving target is dis-located in the range direction in a stationary
FMCW SAR image. The sixth term in Eq. 5.4.3 is the FMCW system. The seventh
term in Eq. 5.4.3 is also a range walk, which is induced by the cross-track velocity.

Many researchers have developed algorithms to indicate and focus moving
targets in FMCW SAR by using the GMTI and GMTIm algorithms and correct the
additional phase errors [18, 19]. However, we discovered that the moving targets
can be indicated from the additional phase errors, and the motion parameters can be
extracted from them.

5.4.2 Along-Track Moving Target Indication Algorithm
in FMCW SAR

The geometry of an along-track moving target in a FMCW SAR system is illus-
trated in Fig. 5.10. In Fig. 5.10, the instantaneous slant range can be expressed as
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R ta; trð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þ Va � Vy
� �2

ta þ trð Þ2
q

� R0 þ
Va � Vy
� �2

2R0
t2a þ

Va � Vy
� �2

R0
tatr

ð5:4:4Þ

Substitute Eq. 5.4.4 into Eq. 5.2.7, the echo of the along-track moving target can
be presented as

sif ta; trð Þ ¼ exp j
4p
k
R0

� �
exp j

4pKr

c
R0tr

� �
exp j

2p Va � Vy
� �2
kR0

t2a

 !

� exp j
4p
k

Va � Vy
� �2

R0
tatr

 !
exp j

2pKr Va � Vy
� �2
cR0

t2atr

 ! ð5:4:5Þ

The fourth term of Eq. 5.4.5 is the range walk induced by FMCW system, which
is determined by the along-track velocity. The additional range walk is often
removed as a phase error in the existing FMCW SAR GMTIm algorithms.
However, it is actually a favorable factor for the moving target indication. After
range compression and RCMC, the trajectories of the stationary targets are straight
lines that are parallel to the azimuth direction, whereas the trajectories of the
along-track moving targets are not parallel to the azimuth direction as a result of the
residual range curvature and the additional range walk.

Hough transform was proposed by P.V.C. Hough (1962) for the image char-
acteristic detection. It is widely used in digital image processing, especially in
dealing with the straight line indication and parameter estimation. After the Hough
transform, the RCM trajectories in the scene are transformed into peaks. In the
Hough transform domain, the amplitudes and locations of the peaks indicate the
linearity and the slopes of the RCM trajectories, respectively. Since the slopes of
the trajectories of the stationary targets and the moving targets are different, the
peaks are located at different locations. By differentiating the locations of the peaks,
the stationary targets can be suppressed and the along-track moving targets can be
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( , )a rR t t
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1PaV
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Fig. 5.10 Geometry of an
along-track moving target in
FMCW SAR

86 5 GMTI and GMTIm in FMCW SAR



detected. The relationship between the angle h of Hough transform and the
along-track velocity is

tan h ¼ k
cKr

2VaVy � V2
y

R0

fs
PRF

ð5:4:6Þ

The flowchart of the proposed algorithm is shown in Fig. 5.11.
Simulated data is employed to evaluate the performance of the proposed algo-

rithm. Three stationary targets (ST1, ST2, and ST3) and two moving target (MT1
and MT2) are set in the scene, and an alpha-stable distribution noise with stability
parameter a equals 1.5 is added to the echo to simulate the clutter of the real
FMCW SAR data. The system parameters of the typical FMCW SAR are listed in
Table 5.1, and the information of the five targets is listed in Table 5.2.

Figure 5.12a shows the results of the Hough transform after the azimuth
down-sampling and the range interpolation. The down-sampling rate and range
interpolation rate are set as 4 and 32, respectively. The larger these two parameters
are, the more distinctive the residual rang walk migration will be. However, the
ratio of the interpolation rate to the down-sampling rate determines the data amount
and calculation burden, thus the values should be chosen eclectically [20].
According to Fig. 5.12a, the peaks of the stationary targets are located at regions
around h ¼ 0� and h ¼ 180�, and the peaks of the moving targets are located away
from these regions. Figure 5.12b illustrates the result after setting the regions
h = 0°–5° and h = 175°–180° to zeros. The spectra of the stationary targets have
been suppressed, and the peaks of the moving targets are contained. The amplitude
image of all the targets, which is the indication of the linearity of the trajectories, is
shown in Fig. 5.12c. The amplitude peaks (tagged by the rectangles) of ST1, ST2,
and ST3 are 9, 11, 7, respectively, and those of MT1 and MT2 are 24 and 21,
respectively. It is noted that the amplitudes of the moving targets are larger than
those of the stationary targets. The result of the CFAR detection is shown in
Fig. 5.12d. We can see from Fig. 5.12d that the energy of the stationary targets is
eliminated, and the moving targets MT1 and MT2 are detected.

With the result of the Hough transform, the along-track velocities of the moving
targets can also be estimated, and in turn the targets can be focused and relocated in
the stationary image. Note that before azimuth refocusing, the additional range walk
of the moving target must be corrected. Figure 5.13 shows the comparison of
azimuth imaging of MT1 before and after additional range walk correction. From

RVP correction
Stationary range 
walk correction

Range curvature 
correction

Azimuth down-
sampling & Range 

interpolation

Hough 
transform

CFAR detection

Raw data of 
FMCW SAR

Imaging and 
relocation of the 
moving target

Deramping 
operation

Motion 
parameter 
estimation

Fig. 5.11 Flowchart of the proposed algorithm
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Table 5.1 System
parameters

Parameter Value

Carrier frequency 1 × 1010 Hz

Pulse repetition frequency 500 Hz

Pulse bandwidth 1 × 108 Hz

Range sampling rate 2.67 × 105 Hz

Central slant range 1000 m

Reference range 600 m

Antenna size 1 m

Platform velocity 100 m s−1

Table 5.2 Target parameters Target Slant range (m) Along-track velocity (m s−1)

MT1 1000 10

MT2 900 20

ST1 1200 0

ST2 1100 0

ST3 800 0

Notes MT1 and MT2 represent moving target 1 and 2,
respectively. ST1, ST2, and ST3 represent stationary target 1,
2, and 3, respectively

Fig. 5.12 Result of Hough transform, a before and b after the removal of the stationary targets.
c The amplitude of peaks of the five targets after the clutter suppression. d CFAR detection results
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Fig. 5.13, it can be observed that the azimuth resolution is improved after the
correction of the additional range walk. Detailed imaging quality between MT1 and
ST1 is compared in Table 5.3. From Table 5.3, the focusing performance of the
moving target is convincing since it shares the same imaging quality with stationary
targets.

5.5 Conclusion

The nonlinearity correction and GMTI issues in FMCW SAR have been discussed
in this chapter. As a new scheme of SAR, FMCW SAR acquires high range and
azimuth resolutions by continuously transmit and receive signals. The small-size,
low-cost, and high resolution characters make FMCW SAR highly suitable for
UAV platforms, which is a hotspot in the military applications.

The nonlinearity correction is the prior problem to be solved in the FMCW SAR
signal processing. The impact of nonlinearity is not negligible since the foundation
of the following signal processing operations. Therefore, a novel nonlinearity
correction algorithm based on homomorphic deconvolution has been introduced in

Fig. 5.13 Azimuth
compression result for the
target MT1

Table 5.3 Imaging quality analysis

Target Range direction Azimuth direction

IRW
(samples)

PSLR
(dB)

ISLR
(dB)

IRW
(samples)

PSLR
(dB)

ISLR
(dB)

MT1 1.850 −25.320 −2.622 3.000 −14.706 −9.830

ST1 1.800 −25.312 −2.556 3.000 −14.827 −9.928

Notes MT1 represents moving target 1, and ST1 represents stationary target 1. IRW impulse
response width, PSLR peak side lobe ratio, ISLR integrated side lobe ratio
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this chapter. The advantages of this algorithm are: first, this algorithm is a theo-
retically unbiased algorithm compared with the traditional derivative algorithm;
second, this algorithm does not rely on the length of the delay line.

After the nonlinearity correction, the signal model of a moving target in
FMCW SAR has been established in Sect. 5.4. By extract the additional RWM with
Hough transform, the along-track moving target can be indicated, and the motion
parameters can be estimated.

The research on FMCW SAR signal processing in this chapter is still in theory
and simulation stage. The algorithms introduced in this chapter are validated by
mathematics and simulations, however, real FMCW SAR data are needed to further
demonstrate the effectiveness of these algorithms.
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Chapter 6
Non-ideal Motion Error Analysis
in GMTIm

Abstract This chapter mainly discusses the non-ideal motion error compensation
issue in GMTIm with real SAR data. Pointing at the problem that existing GMTIm
algorithms have poor performances in the real SAR data processing, the impact of
Doppler centroid is analyzed. The signal model of a moving target with non-ideal
motion error is established, and the platform velocity error and cross-track velocity
error of the moving target are analyzed. Moreover, an error estimation and com-
pensation algorithm is presented, and a whole practical SAR data processing
scheme with the algorithms in the frontal chapters is proposed. Finally, simulations
and real data are utilized to prove the effectiveness of these algorithms.

6.1 Introduction

The GMTI and GMTIm algorithms in several main working modes are discussed in
the frontal chapters. Compared with GMTI, the GMTIm has a higher requirement to
the signal processing. GMTIm uses the out-comings of GMTI, and is the founda-
tion of the target recognition.

In traditional GMTIm algorithms, it is assumed that the moving target will be
perfected focused with the precise estimations of the motion parameters. In simu-
lations, this assumption is valid. However, in real data processing, we find that this
assumption is valid only when the data has a steady echo character and the target
has a simple motion. That is, the moving target cannot be perfectly focused in the
existence of non-ideal phase errors even though the GMTIm algorithm is per-
formed. Therefore, non-ideal motion error corrections must be added in the GMTIm
algorithm.

This chapter mainly focuses on the non-ideal motion error compensation in
GMTIm. The WAS mode has a short synthetic aperture time, thus the motion error
is negligible. The geometry of FMCW SAR is the same as pulse SAR, so the
stripmap SAR is used in this chapter to analyze the non-ideal motion errors. The
motion errors are firstly analyzed, and then PGA algorithm is introduced.

© Springer Nature Singapore Pte Ltd. 2017
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of Airborne SAR, Springer Theses, DOI 10.1007/978-981-10-3075-8_6

93



After PGA algorithm, the higher order phase errors are assumed to be compen-
sated. However, the moving targets are still unfocused in most real data processing
occasions. The impact of the non-ideal motion errors on the Doppler centroid is
analyzed in this chapter. The signal model of a moving target with non-ideal motion
errors is established, and two sorts of motion errors, i.e., platform velocity error and
cross-track velocity error, are the causes of the Doppler centroid smear. A practical
GMTIm algorithm is proposed to estimate and compensate these errors, and simu-
lations and real data are used to validate the effectiveness of the algorithm.

This chapter is organized as follows. The motion error and PGA algorithm are
introduced in Sect. 6.2. The signal model with non-ideal motion errors is estab-
lished in Sect. 6.3. Section 6.4 analyzes two sorts of motion errors, and a practical
GMTIm algorithm is proposed and testified in Sect. 6.5. In Sect. 6.6, we draw the
conclusions.

6.2 Motion Error Compensation in Stationary SAR
Imaging

6.2.1 Motion Error Analysis in Airborne SAR

In airborne SAR imaging, the platform is assumed to be moving along a straight
trajectory with a constant velocity. However, in practical applications, these con-
ditions cannot be satisfied, and the motion error compensation must be induced in
the imaging process. The motion error of the stationary target imaging is the same
as that of moving target imaging, so the motion error compensation is necessary in
GMTIm algorithms.

The geometry of airborne SAR with motion error is illustrated in Fig. 6.1. It can
be noted that the actual trajectory of the platform is a non-ideal trajectory. Suppose
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ajectory

Fig. 6.1 Geometry of an
airborne SAR with the motion
error
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the coordinate of sample A is ðXðtaÞ; YðtaÞ; ZðtaÞÞ, the coordinate of Target P is
ðXp; Yp; ZpÞ, the instantaneous slant range from A to P is

RðtaÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXðtaÞ � XpÞ2 þðYðtaÞ � YpÞ2 þðZðtaÞ � ZpÞ2

q
ð6:2:1Þ

After Taylor expansion and neglect the higher order phase of ta, it yields

RðtaÞ � R0 þ ðXðtaÞ � XpÞ2
2R0

� YðtaÞ sin b� ZðtaÞ cos b ð6:2:2Þ

where the nearest range of Target P R0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Y2
p þ Z2

p

q
; sin b ¼ Yp

R0
; cos b ¼ Zp

R0
. The

last two terms in Eq. 6.2.2 is the range difference between the actual trajectory and
the ideal trajectory, as shown in Fig. 6.2 Suppose the range difference is DRðtaÞ,
i.e., DRðtaÞ ¼ �YðtaÞ sin b� ZðtaÞ cos b, substitute DRðtaÞ into Eq. 6.2.2, it yields

RðtaÞ � R0 þ ðXðtaÞ � XpÞ2
2R0

þDRðtaÞ ð6:2:3Þ

It can be noted from Eq. 6.2.3 that the motion error of the platform is separated
into two parts: the inconstant velocity of the platform and the inconstant slant range.
Both errors will cause the error in the instantaneous slant range, and in turn lead to
the azimuth smear [1]. Two kinds of errors and the compensation methods are
introduced below.

(a) Inconstant velocity error of the platform

In an ideal SAR system, the platform is assumed to be moving with a constant
velocity, and the signal is transmitted with PRF. The signal is transmitted and
received with a constant PRF, and the azimuth signal is uniformly sampled.
However, if the PRF remains constant, and the platform velocity is changing, the
azimuth signal sampling is no longer uniform, and the azimuth resolution will be
deteriorated. The geometry of azimuth non-uniform sampling is illustrated in
Fig. 6.3.
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Fig. 6.2 Geometry of the
range difference
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In a signal processing point of view, according to Eq. 2.2.6, the Doppler
modulation rate of a stationary target can be expressed as

fdr ¼ 2V2
a

kR0
ð6:2:4Þ

If is Va no longer constant, fdr will be a changing value. Thus, using a constant
fdr as a matched filter will lead to the azimuth defocus.

There are two ways to solve this problem: re-sampling algorithm [2] and phase
compensation algorithm. Both algorithms use the velocity data recorded by the INS
to compensate the motion error. However, these two algorithms are high dependent
to the accuracy of the INS data, and the signal processing complexity is increased.

The most practical way to solve this problem in an airborne SAR system is to
change the time-constant PRF into space-constant PRF [3]. By altering the value of
PRF according to the velocity of the platform, the PRF-to-velocity ratio Kv remains
constant. According to Eq. 2.2.5, the azimuth phase of a target in SAR can be
expressed as

HaðtaÞ ¼ expð�jp
2V2

a

kR0
t2aÞ ð6:2:5Þ

where azimuth time ta ¼ � Ta
2 : 1

PRF : Ta2 . Substitute this equation into Eq. 6.2.5, it is
noted that the Doppler modulation rate is constant with a constant Kv.

(b) Non-ideal Trajectory Error

Because of the airplane control, wind and other non-ideal conditions, the airplane
cannot maintain a straight line in practical flights, and the instantaneous slant range
will be changed. The changes of instantaneous slant range will induce two effects:
first, an additional phase error will exist in the azimuth echo; second, the echo
envelop from each azimuth gate will not be aligned. Therefore, phase error com-
pensation and envelop alignment are the two steps in non-ideal trajectory error
compensation.

Substitute Eq. 6.2.3 into Eq. 2.2.5, the additional azimuth phase error can be
expressed as

Inconstant velocity

Constant velocity
0R

Fig. 6.3 Geometry of the azimuth non-uniform sampling
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HDðtaÞ ¼ expð�j
4p
k
DRðtaÞÞ ð6:2:6Þ

It can be noted that the phase error can be corrected by multiplying a conjugate
filter. The envelop dis-alignment induced by the non-ideal trajectory error is
illustrated in Fig. 6.4. Assuming the RCM is corrected, the echo of the target is a
straight after the range compression in the ideal condition, while the echo of the
target with trajectory error is not straight. Before azimuth compression, the envelop
alignment must be operated by data shift or interpolation.

Phase compensation and envelop alignment both need the instantaneous slant
range differences on each sampling bin. There are mainly two way to acquire the
data: first, use the INS data; second, estimate from the echo data.

6.2.2 Principle of PGA

In high resolution imaging of SAR, the error compensation using the INS data is
necessary, especially for the airborne SAR. However, constrained by the system
cost, the accuracy of the INS data may not satisfy the requirement of error com-
pensation. Therefore, the motion errors must be estimated from the echo. PGA is
the most commonly used and effective algorithm in estimating and compensating
motion errors from the echo.

PGA algorithm was first used in optical processing, and was introduced in SAR
signal processing by Sandia Lab of the U.S. The four practical processing steps of
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PGA were presented by D.E. Wahl, which makes PGA algorithm highly suitable
for real SAR data processing [4].

The principle of PGA algorithm is: As to a point target after azimuth deramping
operation, its azimuth phase only contains the first-order phase that indicates its
azimuth location. After correcting this phase, the azimuth phase of the point target
will be a constant value. However, if there is phase error, the azimuth phase is no
longer a constant value, and the phase error can be estimated by calculating the
phase gradient. PGA algorithm uses the strong point target in the scene to estimate
the azimuth phase error, and its performance is satisfying in the imaging of areas
with multiple strong targets.

The specific steps of PGA algorithm include:

(a) Target Selection and Circular Shifting

The classical PGA algorithm assumes that the azimuth phase error is redundant in
the range direction. Therefore the range gates that contain strong point targets have
to be selected. The isolated, strong targets are selected, so that the phase error can
be accurately estimated. There are different target selection strategies, including
Energy Maximum [5], SNR Maximum [6], Contrast Ratio Maximum [7] and so on.
The combination of Energy and Contrast Ratio Maximum strategy shows a
promising performance in the target selection. Define the contrast ratio Cn of the nth
range gate as

Cn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðI2n � EðI2nÞÞ2

q

EðI2nÞ
ð6:2:7Þ

where I2n denotes the amplitude of the nth range gate. By setting up the threshold of
Cn, the range gate can be selected.

In the selected range gates, the strongest point targets must be circular shifted
into the center of the scene to remove the impact of the first-order phase error.

(b) Adding Windows

Adding windows to the strong point target is to contain the phase error and elim-
inate interference from the phase of other targets and noises. The incorrect length of
the windows will induces estimation errors, thus the window must be added
accordingly.

In practical PGA algorithms, different window length selection strategies are
chosen according to the scene. In the case of isolated strong target, the window is
1.5 multiplies the length of 10 dB [4]. In the case that no isolated strong target
exists in the scene, the window is calculated by using the iterations.

An effective window length calculation method is presented in [6]. Suppose the
power of an area far from the peak is Pc, the width from the peak to Pc is Wb, the
length of fast-descending area is Wa, then the window length can be calculated as
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Ws ¼ Wb þWa

2
ð6:2:8Þ

(c) Phase Gradient Estimation

After circular shift and windowing, perform azimuth IFFT to the signal to estimate
the phase gradient. The gradient estimation criterion is selected according to the
scene and the SNR of the echo. LUMV algorithm is suitable for the estimation of
echoes with high SNR [8]. The core function is

û0
LUMV ðtÞ ¼

P
M Im½s�wðtÞs0wðtÞ�P

M swðtÞj j2 ð6:2:9Þ

Another estimation criterion is Maximum Likeness (ML) estimation [9], with the
core function:

DûMLðnÞ ¼ \½
X

M

s�wðnÞswðn + 1Þ] ð6:2:10Þ

The ML can provide an estimation theoretically equal to the Cramer-Rao bound.
In the images with low SNR, FLOS criterion is often used, which shows a

promising performance in the case of heavy-tailed distribution [10]. The core
function is

DûFLOSðnÞ ¼ \½
X

M

swðn� 1Þðp1Þs�wðnÞðp2Þ� ð6:2:11Þ

(d) Iterated Phase Correction

Perform integration to the estimated phase gradient, and the estimation of azimuth
phase error is obtained. The PGA algorithm is operated iteratively. The threshold of
the iteration is selected accordingly.

The classical PGA algorithm is presented in spotlight SAR. In the case of
stripmap SAR, several adjustments have to be done.

(a) Cutting the azimuth data into small segments. For each segment, the azimuth
phase error is assumed to be invariant. After the estimation of phase gradient in
each segment, the phase gradient can be obtained by jointing each segment. The
segment cutting is illustrated in Fig. 6.5. It can be noted that each segment is

Azimuth timeFig. 6.5 Segments cutting
and jointing
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50% overlapped with the neighboring segment. By using the central 50% of
each segment, the jointing operation can be accurate.

(b) Transform the data from each segment into spotlight data. The spectra of partial
observed targets are filtered in this step.

(c) Perform standard PGA algorithm in each segment, and joint the estimations of
each segments to obtain the whole estimation. To remove the linear phase error
in jointing, the jointing operation uses the second-order phase gradient.

6.3 Signal Model of Moving Target with Non-ideal Motion
Error

The high order phase error is assumed to be compensated by PGA and INS data.
However, the images of moving targets are mostly smeared in real SAR data
processing. This indicates that there are other non-ideal phase errors that lead to the
de-focusing.

We believe that the first-order azimuth phase error is the cause of the
de-focusing. In stationary SAR imaging, the energy of a target is assumed to be
scattered from a single Doppler centroid. In practical SAR systems, the LOS of the
antenna remains steady, so that the Doppler centroid of the clutter is single.
Therefore, the focused stationary SAR image can be obtained after high order phase
error is compensated.

However, in the case of moving targets, the single Doppler centroid may not be
satisfied. In our research, we found that the Doppler centroid of a moving target is
not a constant value in practical SAR data, and it will severely deteriorate the
imaging quality of moving targets.

In traditional GMTI and GMTIm algorithms, the platform is modeled as moving
with a constant velocity along a straight course, and the moving target is modeled as
moving with a constant velocity and acceleration during the synthetic aperture time.
The typical synthetic aperture time of an airborne SAR is around 1–2 s, so the
assumption is rational in most cases. However, in the existence of non-ideal motion
errors, a more precise signal model must be established.

Since the non-ideal trajectory error can be compensated by INS and PGA, the
airplane is assumed to move along a straight trajectory. The platform velocity VaðtaÞ
is variant to azimuth time. The geometry of a moving target with non-ideal motion
error is illustrated in Fig. 6.6.

In the slant range domain, the cross-track velocity is denoted by VrðtaÞ, the
along-track velocity is denoted by VyðtaÞ. When the platform flies O from to O1, the
moving target moves from P to P1. Suppose the nearest slant range of the moving
target is R0, the instantaneous slant range RðtaÞ can be expressed as
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RðtaÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR0 � VrðtaÞtaÞ2 þðVaðtaÞ � VyðtaÞÞ2t2a

q
ð6:3:1Þ

Expand Eq. 6.3.1 into a Taylor series and keep it to the second-order term of ta,
then Eq. 6.3.1 can be approximated as

RðtaÞ � R0 � VrðtaÞta þ ðVaðtaÞ � VyðtaÞÞ2
2R0

t2a ð6:3:2Þ

Substitute Eq. 6.3.2 into Eq. 2.2.4 and expand, it yields

srðta; trÞ ¼ A0xaðtaÞ sin c½pBrðtr � 2R0

c
Þ� exp ðj 4p

k
VrðtaÞtaÞ

� exp ð�j
4p
k
ðVaðtaÞ � VyðtaÞÞ2

2R0
t2aÞ expðj

4pKr

c
VrðtaÞtrtaÞ

� exp ð�j
4pKr

c
ðVaðtaÞ � VyðtaÞÞ2

2R0
trt

2
aÞ exp ð�j

4p
k
R0Þ

ð6:3:3Þ

In Eq. 6.3.3, the first two terms are the azimuth phase of the target. The first
denotes the Doppler centroid of the target, and the second denotes the second- and
higher-order phase error. The third and fourth terms are the RCM of the moving
target. In traditional SAR imaging algorithm, the focus of a target mainly relies on
the compensation of the second term in Eq. 6.3.3. In the GMTIm, this term can be
accurately compensated by the precise motion parameter estimation and PGA.

However, the PGA algorithm cannot correct the error caused by the Doppler
centroid. In Eq. 6.3.3, the Doppler centroid is related to ta and VrðtaÞ. If the Doppler
centroid is constant, the energy of the target will be concentrated into a point after
the higher order azimuth phase error is corrected. However, since ta and VrðtaÞ are
inconstant, the energy of moving target will not be concentrated into a point, which
makes the image of the target smear in azimuth.

Azimuth time ta is sampled by PRF, and PRF is determined by the platform
velocity VaðtaÞ in a space-constant PRF system. Therefore, the Doppler centroid is
affected by both the platform and the moving target.
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Fig. 6.6 Geometry of a
moving target with non-ideal
motion errors
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6.4 Motion Error Analysis

6.4.1 Platform Velocity Error

In the stationary SAR imaging, the platform velocity error will lead to the incon-
stant Doppler modulation rate. In order to solve this problem, the SAR system is
changed from the time-constant sampling system to the spatial-constant sampling
system. The PRF of the spatial-constant sampling system is instantaneously
adjusted to the platform velocity, so as to keep the PRF-to-velocity ratio constant.
In such systems, the time-variant PRF can be defined as

PRFðtaÞ ¼ Kv � VaðtaÞ ð6:4:1Þ

In the spatial-constant sampling system, the Doppler bandwidth of the clutter can
be expressed as

BaðtaÞ ¼ 2VaðtaÞ
La

ð6:4:2Þ

where La denotes the azimuth size of the antenna. According to Eqs. 6.4.1 and
6.4.2, both BaðtaÞ and PRFðtaÞ are linear functions of VaðtaÞ. Therefore, the
spectrum of the clutter in each azimuth sample can be coherently accumulated
during Ta. However, the Doppler centroid of the moving target is independent of
VaðtaÞ. If VaðtaÞ is inconstant, the location of fdc in each azimuth sample is different
from one another, which will make the spectrum of the moving target spread on
multiple Doppler centroids. The impact of the platform velocity error is illustrated
in Fig. 6.7.

In Fig. 6.7, the red breaking lines represent the Doppler histories of the moving
target. In Fig. 6.7a, the Doppler history of the moving target is a rectilinear tra-
jectory. On the contrary, the trajectory is not a straight line in Fig. 6.7b with the
PRF variation. In the case of Fig. 6.7b, the energy of the moving target cannot be
compressed into one Doppler centroid. In practical airborne SAR applications,
especially for unmanned missions, the platform velocity changes severely in the
existence of the air turbulence. Therefore, the platform velocity error must be
compensated in the moving target imaging.

6.4.2 Cross-Track Velocity Error of the Moving Target

In most practical situations, the cross-track velocity of the moving target cannot
maintain constant during the entire data acquisition Ta. If the cross-track velocity is
inconstant, the energy of the moving target will spread on multiple Doppler
centroids.
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The cross-track velocity error has a significant impact on the Doppler centroid of
the moving target. For example, consider a typical Ku-band airborne SAR system,
in which k is 0.0194 m, R0 is 19000 m, and Va is 100 m/s, the Doppler centroid of
the moving target can be calculated as

fdc ¼ 2Vx

k
� 103:1 � Vx ð6:4:3Þ

Suppose Vx is 10 m/s, then fac is 1031 Hz. However, if VxðtaÞ varies from 9 to
11 m/s, fdc changes between 927.9 and 1134.1 Hz, as shown in Fig. 6.8. In other
words, in the existence of the cross-track velocity error, the moving target cannot be
focused into a single Doppler centroid, even though the high-order phase errors are
compensated. Therefore, the cross-velocity error of the moving target must be
compensated in the real data processing.
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Fig. 6.7 Impact of the platform velocity error on the Doppler centroid of the moving target
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6.5 Non-ideal Motion Error Estimation and Correction
Algorithm

6.5.1 Algorithm Principle

To achieve an acceptable imaging quality in real application, the motion error must
be estimated and compensated. Two sorts of motion errors can be compensated
separately according to the processing steps as follows.

The INS data can be utilized for the platform velocity error compensation. In
modern airborne SAR systems, the platform velocity history is recorded by the INS
system. With the actual platform velocity VaðtaÞ, the actual PRF history PRFðtaÞ
can be calculated according to Eq. 6.4.1.

As to the single moving target imaging, the compensation of the platform
velocity error can be considered as a scaling transformation problem. The aim of the
correction is to adjust the PRF in each azimuth sample to the same scale. The
correction filter in 2-D time domain can be expressed as

HVa ¼ expð�j2p
�fdc

PRFave
ðPRFðtaÞ � PRFaveÞtaÞ ð6:5:1Þ

where PRFave represents the average PRF, and �fdc is the average Doppler centroid
of the moving target that estimated by Hough transform.

After the platform velocity error compensation, the platform velocity and the
PRF of the system are considered constant, and the residual Doppler centroid error
is regarded as the result of the cross-track velocity error.

Since the motion of the moving target is not recorded by the system, the actual
motion of the moving target should be estimated from the echo. After the RCM
correction, the energy of the moving target is concentrated into a single range cell.
By using the FrFT, the azimuth time-frequency distribution of the moving target
can be obtained, and the Doppler centroid error caused by the cross-track velocity
error can be estimated from it. The principle of our cross-track velocity error
estimation algorithm is shown in Fig. 6.9.

A reference moving target without motion errors can be simulated, and the
time-frequency distribution of the ideal moving target can be used to extract the
information of the cross-track velocity error. The Doppler centroid error Df̂dc can be
extracted from the time-frequency distribution of the moving target, and the
cross-track velocity error can be obtained as

DV̂rðtaÞ ¼ Df̂dc � k
2

ð6:5:2Þ

The correction filter of the cross-track velocity error can be expressed as
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HVr ¼ expð�j
4p
k
DVrðtaÞtaÞ ð6:5:3Þ

After the motion error compensation, the imaging resolution of the moving
target can be significantly improved. Using the CLEAN technique [11], the flow-
chart of our whole moving target processing strategy can be illustrated as shown in
Fig. 6.10.

6.5.2 Simulation and Raw Data Processing

In the simulation, one moving target with inconstant cross-track velocity is set at the
center of the scene according to the system parameters listed in Table 3.1. The
average cross-track velocity of the moving target is 10 m/s, whereas its actual
cross-track velocity varies during Ta as shown in Fig. 6.11a. The platform velocity
is not constant during Ta either, and it is shown in Fig. 6.11b. The proposed motion
error compensation algorithm is implemented to estimate and correct the motion
error of the moving target.

The platform velocity error is firstly compensated with INS data. According to
our cross-track velocity error estimation algorithm, a reference signal with the
cross-track velocity of 10 m/s is simulated, and the time-frequency distributions of
the moving target and the reference target are shown in Fig. 6.11c. Together with
Fig. 6.11a, it can be noted that the time-frequency distribution accurately reflects
the changes of the cross-track velocity. The estimated velocity error is shown in
Fig. 6.11d. We can see that the actual cross-track velocity of the moving target is
correctly estimated by our algorithm. The imaging results of the moving target
before and after the compensation are compared in Fig. 6.11e, f. The image of the
moving target splits into several peaks as shown in Fig. 6.11e, which indicates that

Actual curve

Ideal curve

dcfΔ

( )af Hz

( )at s0

Fig. 6.9 The principle of the
motion error estimation
algorithm
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the moving target has more than one Doppler centroid. After the compensation, the
imaging resolution is significantly improved, as shown in Fig. 6.11f.

The same Ku-band real airborne SAR data is used to prove the effectiveness of
this algorithm. Here, we use T2 as an example to testify the performance of the
proposed motion error compensation algorithm in the real data processing.

The time-frequency distributions of the moving target and the reference target
are shown in Fig. 6.12a. The imaging results before and after the compensation are
compared in Fig. 6.12b. We can see from Fig. 6.12b that the imaging resolution is
significantly improved after the compensation.

The final imaging result of the seven moving targets with the proposed moving
target processing strategy is shown in Fig. 6.13. All the moving targets (tagged by
arrows and rectangles) are detected by the proposed strategy, and they are also
focused and relocated to their actual locations. Therefore, the effectiveness of the
proposed strategy in the real data processing is confirmed.

Range compression

Indicate the targets of
Type I in range-
Doppler domain

Indicate the targets of
Type II and III in 

image domain

Spectrum extraction in 
range-Doppler domain

Select the strongest target 
using the“ CLEAN”

technique

Correct platform 
velocity error by INS 

data

Range curve correction

Spectrum extraction in 
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Third-order PFT

Azimuth compresion

Correct cross-track 
velocity error

Any other 
targets?

Raw SAR data

Locate the targets in 
stationary SAR images
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GMTI
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Fig. 6.10 Flowchart of the proposed moving target processing strategy. MOCO represents motion
error compensation
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(a) (b)

(c) (d)

Fig. 6.11 The processing results of motion error compensation. a Actual cross-track velocity,
b Actual platform velocity, c Time-frequency distribution of the moving target, d Result of the
cross-track velocity estimation, e Imaging before the motion error compensation, f Imaging after
the motion error compensation

6.5 Non-ideal Motion Error Estimation and Correction Algorithm 107



6.6 Conclusion

This chapter mainly focuses on the non-ideal motion error estimation and com-
pensation in real SAR data GMTIm. The existing GMTIm algorithms have been
proved valid and effective in simulations, but in real data processing, their per-
formances are degraded. It indicates that there are non-ideal motion errors that must
be compensated in the real data processing.

(a) (b)

Fig. 6.12 Results of the motion error compensation. a Time-frequency distributions of T2 and the
reference signal. b Imaging comparison of T2 before and after the motion error compensation

Fig. 6.13 Imaging of the moving targets in the stationary image with the proposed strategy
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Two sorts of non-ideal motion errors have been analyzed, and the estimation and
compensation algorithms have been presented. Simulations and real data have been
utilized to prove the effectiveness of the algorithms.

The main contribution of this chapter is to analyze the impact of the Doppler
centroid error on the imaging of moving targets. This research is still on the
exploratory stage, while it appears to be inspirational in the GMTIm with real SAR
data. Along with following researches, there may be other non-ideal errors, and the
GMTIm of real SAR data will be further improved.

References

1. Li Y, Liu C, Wang Y et al (2012) A robust motion error estimation method based on raw SAR
data. IEEE Trans Geosci Remote Sens 50(7):2780–2790

2. Chen L, Liang X, Ding C (2010) Non-uniform reconstruction method in SAR imaging. J Syst
Simul 22(5):1242–1245

3. Zhang Z (2003) Introduction to airborne and spaceborne synthetic aperture radar. Publishing
House of Electronics Industry, Beijing

4. Wahl DE, Eichel P, Ghiglia DC et al (1994) Phase gradient autofocus—a robust tool for high
resolution SAR phase correction. IEEE Trans Aerosp Electron Syst 30(3):827–835

5. Grewal MS, Weill LR, Andrews AP (2007) Global positioning systems, inertial navigation,
and integration. Wiley, Hoboken

6. Chen Q, Li J (2004) Performance analysis and improvement of phase gradient autofocus
algorithm. J Beijing Univ Aeronaut Astronaut 30(2):131–134

7. Zhao X, Wang X, Wang Z (2005) Phase gradient autofocus algorithm for SAR imagery based
on contrast criteria. Remote Sens Technol Appl 20(6):606–610

8. Eichel PH, Jakowatz CV Jr (1989) Phase-gradient algorithm as an optimal estimator of the
phase derivative. Opt Lett 14(20):1101–1103

9. Jakowatz CV Jr, Wahl DE (1993) Eigenvector method for maximum-likelihood estimation of
phase errors in synthetic-aperture-radar imagery. J Opt Soc Am 10(12):2539–2546

10. Tsakalides P, Nikias CL (2011) High resolution autofocus techniques for SAR imaging based
on fractional low-order statistics. In: IEE proceedings-radar, sonar and navigation, October
2011, vol 148, no 5, pp 267–276

11. Tsao J, Stenberg BD (1988) Reduction of sidelobe and speckle artifacts in microwave
imaging: the CLEAN technique. IEEE Trans Antennas Propag 36(4):543–556

6.6 Conclusion 109


	Supervisor’s Foreword
	Preface
	Parts of this thesis have been published in the following journal articles:
	Acknowledgement
	Contents
	Abbreviations
	1 Introduction
	Abstract
	1.1 Development of SAR
	1.2 Development of GMTI and GMTIm Techniques
	1.2.1 Technique Backgrounds
	1.2.2 Recent Development of GMTI and GMTIm Technique

	1.3 Book Structure and Organization
	References

	2 SAR Ground Moving Target Indication and Imaging Theory
	Abstract
	2.1 Introduction
	2.2 Principle of SAR
	2.3 Signal Analysis of Moving Target in SAR
	2.3.1 Signal Model of a Moving Target
	2.3.2 Doppler Centroid
	2.3.3 Doppler Modulation Rate
	2.3.4 RCM

	2.4 Principle of Existing GMTI Algorithms
	2.4.1 Principle of Single-Antenna GMTI Algorithms
	2.4.2 CFAR Detection

	2.5 Principle of GMTIm Algorithms
	2.5.1 RCMC of Moving Targets
	2.5.2 Motion Parameter Estimation

	2.6 Conclusion
	References

	3 Fast Moving Target Indication and Imaging in Stripmap SAR
	Abstract
	3.1 Introduction
	3.2 Echo Model of Fast Moving Target
	3.3 Doppler Centroid Estimation of the Clutter
	3.3.1 Principle of Energy Balancing Method
	3.3.2 Adaptive Doppler Centroid Estimation Algorithm Based on Curve Fitting
	3.3.3 Simulation Results and Analysis

	3.4 Multiple Moving Target Indication and Spectrum Extraction
	3.4.1 The Two-Step GMTI Algorithm
	3.4.2 Real Data Processing Results

	3.5 Fast Moving Target Imaging Algorithm Based on Hough Transform and Third-Order PFT
	3.5.1 Principle of the Proposed Algorithm
	3.5.2 Processing Steps of the Algorithm
	3.5.3 Results of the Simulation and Real Data Processing

	3.6 Conclusion
	References

	4 Ground Moving Target Indication and Imaging in WAS Mode
	Abstract
	4.1 Introduction
	4.2 Key Technique in Airborne SAR Mechanic Scanning Mode
	4.2.1 Mechanic Scanning Mode and the Principle of DBS
	4.2.2 System Design Scheme of the Airborne Mechanic Scanning SAR

	4.3 Real-Time DBS Algorithm Based on CZT
	4.3.1 The Modification of Traditional DBS Algorithm
	4.3.2 Principle of the Proposed Algorithm

	4.4 GMTI and Parameter Estimation Algorithm Based on Multiple Revisits
	4.5 Conclusion
	References

	5 GMTI and GMTIm in FMCW SAR
	Abstract
	5.1 Introduction
	5.2 Principle of FMCW SAR and Signal Model
	5.2.1 Principle of FMCW SAR
	5.2.2 Signal Model and Analysis

	5.3 Nonlinearity Correction of FMCW SAR
	5.3.1 Analysis of the Nonlinearity Problem
	5.3.2 Principle of Derivative Algorithm
	5.3.3 Nonlinearity Correction Algorithm Based on Homomorphic Deconvolution

	5.4 Along-Track Moving Target Indication and Imaging in FMCW SAR
	5.4.1 Signal Model of Moving Targets in FMCW SAR
	5.4.2 Along-Track Moving Target Indication Algorithm in FMCW SAR

	5.5 Conclusion
	References

	6 Non-ideal Motion Error Analysis in GMTIm
	Abstract
	6.1 Introduction
	6.2 Motion Error Compensation in Stationary SAR Imaging
	6.2.1 Motion Error Analysis in Airborne SAR
	6.2.2 Principle of PGA

	6.3 Signal Model of Moving Target with Non-ideal Motion Error
	6.4 Motion Error Analysis
	6.4.1 Platform Velocity Error
	6.4.2 Cross-Track Velocity Error of the Moving Target

	6.5 Non-ideal Motion Error Estimation and Correction Algorithm
	6.5.1 Algorithm Principle
	6.5.2 Simulation and Raw Data Processing

	6.6 Conclusion
	References




